HP Insight Integration for Tivoli, Revision 4.0
User Guide

hp

Part number: 219063-004
Fourth edition: October 2005




Legal notices
© Copyright 2001, 2005 Hewlett-Packard Development Company, L.P.

Confidential computer software. Valid license from HP required for possession, use or copying. Consistent with FAR 12.211 and 12.212,
Commercial Computer Software, Computer Software Documentation, and Technical Data for Commercial ltems are licensed to the U.S.
Government under vendor’s standard commercial license.

The information contained herein is subject to change without notice. The only warranties for HP products and services are set forth in the express
warranty statfements accompanying such products and services. Nothing herein should be construed as constituting an additional warranty. HP
shall not be liable for technical or editorial errors or omissions contained herein.

Microsoft, Windows, and Windows NT are U.S. registered trademarks of Microsoft Corporation. UNIX is a registered trademark of The Open
Group. Linux is a U.S. registered trademark of Linus Torvalds. Oracle is a registered U.S. trademark of Oracle Corporation, Redwood City,
California.

Part number: 219063-004
Fourth edition: October 2005



Contents

About this guide

AUIENCE ASSUMPHONS ...ttt ettt ettt et ettt ettt et et e e e e 6
Where 1o go for addiional help ..........ooiiiiiii s 6
Product overview
g ete U7 e =t ol ] < oY  FO PSSP SRR 7
Changes In reVISION 4.0, .. ettt ettt ettt e e ettt e ettt e e ettt e e ettt e e et e e e e e entae e e e eneeeas 7
PrOQUCE FEATUIES ...t ettt ettt ettt 7
AVAIIADITHY ..ottt e et e e e et e e e et e e e e ntaeaeeanees 7
Preinstallation FEQUITEMENTS .. .....uiiie et e ettt e e ettt e e et e e et e e e nnte e e e e entaeaeeenees 8
HP ROrdWAre SUPPOI ...ttt ettt e e e ettt e e ettt e e e e stb e e e e e stbaeeeeetseeeeensssbeeeeensseeeeennns 8
HP Proliant server configured as @ TMR SEIVEN........c.uuiiiiiiiiie ittt 8
HP Proliant server configured as @ TEC SEIVET .......ccviiiiiiiiii et e ettt e e 8
Proliant Managed Node and Endpoint configurations .............cccciiiiiiiiiiiiiiiiccicceie e 8
HP Insight Management Agent platforms .............ooiiiiiiiiii e 9
Disk space and memory reqUIrEMENTS ..........cccuiiiiiiiiiie ettt e eeiie ettt e et e e et e e e et e e e et e e e eeraeee e e e 9
HP SOFWAre reqUIFEMENES. ......cuiiiiiiiiiiie ettt ettt e e et e et e e e eb e e e e saareae e e 9
HP Insight ManQgemMENnt AGENES ........ooiuiiiiiiie ittt ettt ettt e et e e e snneeeeneees 9
HP Systems InSight MONGGET. .........uiiiiiiie ettt 9
HP Storage Management APplianCe..........oooiiiiiiiiiie e 10
Tivoli Enferprise support and reqUIrEMENTS. ..........iii ittt ettt e et e ettt e e e e e e 10
Tivoli PATCh FEQUIFEMENTS. .. .oi ittt ettt e ettt e e ettt e e et e e e e nneee e e e 10
TIVOLi SNIMP AGPIET ...ttt e et e e ettt e e e ettt e e et e e e et e e e ennneeeeeeneeis 10
Tivoli OpPerating ENVIFONMENTS ........iiiiiiiii ettt ettt e ettt e e e et e e e et e e et eeeeeneeeeeeneees 11
Insight Integration groups AN 1ASKS........eiiiiiiii e 11
Insight Integration directories and fIles .........c..oiiiiiiiiiiiii e 12

1 Installing the HP Insight Integration with the TEC

OIVEIVIBW ... e ettt e ettt e e e e ettt e e e e e 13
TEC components and Insight INtegration...............iiiiiiiiiiiiiie et e e e 13
EVENT GAOPIEIS ...t et e et b e e e tb e e e e taabeeeetaaeaeennes 13
EVENT SEIVET ..ottt 13
EVENT CONSOIE. .. .eiiiiiiei ettt e e e bt e e e e ab b e e e etaeeaeennes 13
Installation overview and Prer@QUISIES ..........c..iiiiiiiiiiieiiiie ettt et e et e e et 13
Installing HP Insight Integration for TIVOli ........c..iiiiiiii e 14
Confirming installation and product details............ooiiiiiiiiii e 16
Assigning Tivoli adminiSrator FESOUICES ........couuiiiiiieiiit ettt s 18
Configuring @ Tivoli SNIMP AGPIEE .....ccuviiiiiiie ittt ettt an 19
Preinstallation conSiderations ...............c.iiiiiiiiiiiii e 19
Configuring a Tivoli Non-TME SNMP AdGPIET ......vviiiiiiiiiiieeiie et 19
Configuring @ Tivoli ACF SNMP AdOPIET ....c..viiiiiieiiie ettt an 21
Configuring the TEC EVEN! SEIVET ........iiiiiiiiiii ottt et e st et aae e e eaaee e 30
Manually configuring the HP Insight Integration for Tivoli .............cooiiiiiiiiiiiiice e 34
Manually updating the Tivoli SNMP Adapter on a Managed Node.............occciiiiiiiiiiiiiiiecee 34
Manually copying existing SNMP Adapter files to another Managed Node............cccccooeviiiiiiiiciiieiiiiin. 34
Manually configuring the Event Server rule base ..............oooiiiiiiiiiiiii e 35
INSTAIGHON OGS ... i iiiiiieeiii ettt e ettt e e et e e et e e e ettt e e e et bbb e e e e nabr e e e e eabaeeans 36
Configuring the HP browser 1asks...........ccuuiiiiiiiiiiiii et 36
Uninstalling the HP Insight Integration for TIVOli..........oouiiiiiiiiii e 37
2 Using the HP Insight Integration for Tivoli
INEFOAUCHON ...ttt ettt e e ettt e e ettt e e e e ate e e e eatbe e e e e tbseeeeesab e e e e etbbeee e ttbbeaeeantbeeeeennaaaeenn 38
Managing HP events in the Tivoli Enterprise Console .............iiiiiiiiiiiiiiieiiie e 38
Viewing HP @vents ... 38
EVENT COMTEIAHON ...t 39

Contents 3



Launching HP web-based management t00ls...........c..ooiiiiiiiiii e 40

Launching From the Tivoli DESKIOP .......iueiiieiiiiie et e e e 41
Launching from the TEC Console .........c..iiiiiiiiiii it 42
3 Integrating HP asset information with Tivoli Inventory
OVEIVIBW ... ettt e e e e et e e e e e e 45
ASSUMPHONS AN FEQUIFEMENTS ..ottt ettt e ettt e e et e e e et e e e ettt eeeneteeeeentbeeeeeanneeeaanes 45
The Initiate Inventory Collection tasK ............oiiiiiiiiii et e e e 45
Configuring and running the Initiate Inventory Collection task .............ccccooiiiiiiiiiiiiii e 46
Integrating HP data into the Tivoli Inventory Database ............cccciiiiiiiiiiiie e 48
HP INTEGIOHON SCIIPS .. eeeeeeeiiiiiii ittt ettt ettt 48
Extending the Tivoli database ..........iiiiiiiiiiiiii e 48
Creating HP SPeCific VIEWS ....oiiiiiii ittt e et e ettt e e e e e eenes 49
Create an HP query library and HP QUETIES ........cc.uiiiiiiiiiiiiiiiice e 49
Customize the INVeNtory Profile .............iiiiiiiiiiiie e e 50
Displaying HP inventory information ............oiiiiiiiiie et 51
4 Technical support
Before You contat HP ......uiiiiiiiiie et e e e e et e e e eabaee s 54
Gathering the required Tivoli INfOrmation ............coiiiiiiiiii e 54
HP contach INFOrMQAIION ......oiuiiiiiiiiii ittt 54

Appendix A: Troubleshooting and known issues

TrOUBIESROOTING ...ttt ettt e et e e e eeeeennaeas 55
Verifying the installation status of Insight Integration ..............ccccoiiiiiiiiii i 55
SNMP must be installed before installing Insight Management Agents...........cccooviiiiieiiiiiiie e 55
Test SNMP AP OPEIGHONS ... ..ttt et e e e ettt e e e e e e e e et es 55
Simulating an Insight SNIMP AP . ......eiiii ettt 55

Advanced troubleshooting and debugging ........oouuiiiiiiiii e 55
S o] o1 e T o TSP PRUPPPRR 55
Installation and OpPeratonal €ITOrS ............iii it 55
Obtaining configuration INfOrMOIION .........iiiiiiiiii et es 56
Before calling HP CuStOmMEr SUPPOI .......viiiiiiiiii ettt 56

Appendix B: HP SNMP events

CR3500 RAID controller (CPQCR.MIB) .......c..uiiiiiieiiiie ettt ettt e et eennteeeteeeeeaeee e 57

Common cluster management (SVRCLU.MIB) .........ooiiiiiiiiiiiiie ettt e e e 58

Standard equipment (CPQSTDEQLMIB)........coiiiiieiiiii ettt ettt e ettt e e et e e e e eeeeneaeeees 59

Systems information (CPQSINFO.MIB).........ooiiiiiiiiieiiie ettt ettt ennae e 59

Intelligent drive array (CPQIDA.MIB) ......ooiiiiiiieiiiit ettt ettt e ettt e e et e e e eibaeeeeeabaeeeas 60

SCSI device information (CPQSCSEMIB) ........ooviiiiiiiiiiieeeeeeeeeeeeeeeeeeeee 64

Server health features (CPQHLTH.MIB).........ooiiiiii e 66

Storage systems information (CPQSTSYS.MIB) .....ooiiviiiiiiiiiie ettt e 69

Remote Insight board information (CPQSM2.MIB) .........viiiiiiiiiiiiiit et 72

Threshold management (CPQTHRSH.MIB) .......couuiiiiiiiiiit ettt et e e e e ens 72

Host system information (CPQHOST.MIB).........iiiiiiiiiiiiiiie ettt ettt e 73

Uninterruptible power supply (CPQUPS.MIB) .......ccuviiiiiiiiiii ettt e 73

Recovery server information (CPQRECOV.MIB)........ooiiiiiiiiiiiiiiii ettt 73

Manageable IDE drives (CPQIDE.MIB)........coouiiiieiiiiiie ettt e e 74

Cluster systems information (CPQCLUS.MIB) ........uiiiiiiiiiiiiiiie ettt ns 74

Fibre Channel Array information (CPQFCA.MIB)........cc.uiiiiiiiiiiiiiii e 75

Network Interface Card information (CPQINIC.MIB) ...........oiiiiiiiiiiiiie e 77

Operating system management (CPQWINOS.MIB) ........uuuuuiiiiiiiiiiiiiiiiiiiiiieiiieiiiieeee e eeeeeeee 78

Rack and power management (CPQRPM.MIB)..........ooiiiiiiiiiiiiiie e 78

Rack enclosure information (CPQRACK.MIB) ..ot 82

Console management controller (CPQCMC.MIB) .........oiiiiiiiiiieeiiiie ettt e e 84

Switch Traps (CIMTRAPS.IMIB) ...ttt ettt ettt e e ettt e e et e e e e entbaeeeeenssbeeeeennneas 88

StorageWorks Enterprise Array Manager (HS_AGENT.MIB)...........oooiiiiiiiiiiiieeiiiie e 89

Storage Area Networks Management Appliance (CPQSANAPP.MIB) ........cooviiiiiiiiiiiiiiieiiiee e 90

Contents 4



StorageWorks Command Console (CPQSWECC.MIB) ........uuiiiiiiiiie ettt 90

Blade Type-2 traps (BT2TRAPS.MIB) ... ..oiiiiiiieee ettt ettt et e ettt e et e e e e enaeee s 91
Appendix C: HP Event Rules
Common cluster management (SVRCLU.MIB) ........cooiiiiiiiiiiiiiee ettt 92
Standard equipment (CPQSTDEQLMIB)......coiuiiiieeiiiit ettt e et e e ettt e e e 92
Systems information (CPQSINFO.MIB).........oiiiiiiiiiiieiiie ettt e e enae e 92
Intelligent drive array (CPQIDA.MIB) ......oiiiiiiiiee ettt e ettt e et e e et eeeeeaaeeens 93
SCSI device information (CPQSCTSEMIB) ........vviiiiieiiiie e 96
Server health features (CPQHLTH.MIB)........uviiiiiii e 98
Storage systems information (CPQSTSYS.MIB) .....coiuiiiiiiiiiiie ettt ettt 99
Remote Insight board information (CPQSM2.MIB) .......cccuiiiiiiiiiieeiiii ettt 102
Threshold management (CPQTHRSH.MIB) .........uiiiiiiiiiieiiiiie ettt e e earee e eeeens 102
Host system information (CPQHOST.MIB)........oiiiiiiiiieiiiiiee ettt ettt e e et ae e e eeeneeas 102
Uninterruptible power supply (CPQUPS.MIB) ......ccuviiiiiiiiiee ittt e 103
Recovery server information (CPQRECOV.MIB)...........coiiuiiiiiiiiiiiiiiiiie et 103
Manageable IDE drives (CPQIDE.MIB).........oiiiiiiiiiieiiie ettt ettt e e e e eeeneee e 103
Cluster systems information (CPQCLUS.MIB) .........ccoiiiiiiiiiiiiiieeeiit ettt 104
Fibre channel array information (CPQFCA.MIB)........ccuiiiiiiiiiiie ettt 104
Network Interface Card information (CPQNIC.MIB) ...........coiiiiiiiiieeie e 106
Operating system management (CPQWINOS.MIB) .......uuuiiiiiiiiiiiiiiiiii 106
Rack and power management (CPQRPM.MIB)..........ooiiiiiiiiiiii e 107
Rack enclosure information (CPQRACK.MIB) ........ouuiiiiiiii oo 109
Console management controller (CPQCMUC.MIB) .........oiiiiiiiiiiiiiii et 110
CR3500 RAID controller (CPQECR.MIB) ........eeeeiee e enesennnnnn 112
HP Storage Area Networks Management Appliance (CPQSANAPP.MIB) .........coocviiiiiiiiiieiiiiieeeiieee e 113
StorageWorks Command Console (CPQSWECC.MIB) ........uviiiiiiiiiiieeiiit et 114
SWitch traps (CIMTRAPS.MIB) .....iiiiiieiiiii ettt ettt ettt e e et e e e et e e e e ensseeeeeesaeeeeenens 114
StorageWorks Enterprise Array Manager (HS_AGENT.MIB)..........ooiiiiiiiieiiiiiie e 115
Blade Type-2 traps (BT2TRAPS.MIB) .......ooiiiiiiiiieiiiie ettt ettt ettt e e etaae e e e eaneens 115
Index

Contents 5



About this guide

Audience assumptions

This guide is for systems administrators who use the HP Insight Integration for Tivoli, HP System Management
Homepage, and HP Systems Insight Manager applications to manage the operation of HP Proliant, AlphaServer, and
Integrity Superdome systems within a Tivoli environment.

It should be noted that the HP Insight Integration for Tivoli has been developed to integrate into an existing Tivoli

Managed Region.

Readers of this guide should be familiar with the configuration and operation of Tivoli Enterprise, HP Systems Insight
Manager, and HP Insight Management Agents. They should also have a working knowledge of the operating
environments o be used with the Insight Integration module, Tivoli Enterprise, and HP Systems Insight Manager.

Where to go for additional help

In addition to this guide, the following information sources are available:

o Management Integration Support website at
http://h18000.www 1.hp.com/products/servers/management/inteqgrationmodule-support.html

e HP Management Website at http://www.hp.com/servers/proliant/manage

o Tivoli Framework User’s Guide

o Tivoli Enterprise Console User’s Guide

About this guide 6



Product overview

Product description

The HP Insight Integration for Tivoli simplifies systems management by integrating SNMP event and status indications
for HP Proliant, AlphaServer, and Integrity Superdome servers into the Tivoli Enterprise Console (TEC), and provides
tasks that enable the collection of in-depth Proliant hardware data and integrated links to HP management tools.

This comprehensive solution builds on the functionality of HP Insight Management Agents and works with native Tivoli
services across a wide range of operating platforms. This enables IT administrators o manage HP servers, storage
and other enterprise resources within a common Tivoli environment.
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The HP Insight Integration for Tivoli includes SNMP Adapter definitions for over 800 individual notifications, in
addition to Basic Recorder of Objects in C (BAROC) event class definitions and rules to correlate nearly 450 SNMP
events. These definitions, classes, and rules integrate closely with the TEC application, allowing HP SNMP events to
be identified, processed, translated, and clearly displayed in the TEC Console. The pre-defined HP rules can be easily
customized to suit individual Tivoli Management Environment (TME) requirements.

Revision 4.0 of the HP Insight Integration for Tivoli also provides tasks and predefined database schemas that enable
detailed hardware asset data for HP Proliant servers to be collected, displayed, and queried by the inventory tools
delivered with Tivoli Configuration Manager. Additional data for managed HP servers is also available through
infegrated tasks that launch the HP System Management Homepage and HP Systems Insight Manager.

Changes in revision 4.0

e Installation and operations support for Tivoli Framework 4.1.1 and TEC 3.9

e Tasks and predefined database schemas to collect HP Proliant asset data, using inventory tools provided with
Tivoli Configuration Manager 4.2

e Tivoli Class Definition Statement Files (.CDS) and BAROC class definitions updated to support HP Insight
Management Agents 7.40 for Proliant, AlphaServer and Integrity Superdome servers

e Expanded rules for Tivoli event servers (nearly 450) with automated correlation. Can be customized to meet
individual requirements

e Removal of support for Tivoli Framework and TEC 3.6.x

Product features

o Designed for use with the TEC 3.7.x, 3.8, and 3.9

e Supports all tier-1 Tivoli platforms (HP-UX, AlX, Solaris, Windows) running Tivoli Framework 3.7.x to 4.1.1

o Custom tasks to configure Tivoli SNMP Adapters and Tivoli Event Server to display HP SNMP events in the TEC
e More than 800 HP SNMP traps defined for Proliant, AlphaServer, and Integrity Superdome servers

o Translates and displays SNMP events from all Tivoli Managed Nodes and Endpoints that have Insight
Management Agents installed

o Predefined event class definitions and rules that correlate approximately 450 HP SNMP events

e Tasks to launch HP Systems Insight Manager, HP System Management Homepage, and the HP Storage
Management Appliance from the Tivoli Desktop and the TEC

o Tasks to initiate the collection of detailed hardware asset data for HP Proliant servers

e Predefined database schemas for Microsoft SQL and Oracle®, to query and display HP hardware asset data
using the inventory tools provided with Tivoli Configuration Manager

e Comprehensive documentation

Availability

HP Insight Integration for Tivoli is easy to obtain by registering and downloading from
http://www.hp.com/servers/integration.

Product overview 7



Preinstallation requirements

Before installing the HP Insight Integration for Tivoli, be sure that you have read and understood the installation
information provided in this chapter. Other installation requirements are:

o The target Tivoli environment must be fully configured and operational prior to installing the HP Insight
Integration for Tivoli.

e The Tivoli Framework/Desktop and the TEC are the only required Tivoli components.

o Tivoli Configuration Manager is required to utilize the HP inventory collection tasks

e Verify that the correct levels of the Tivoli Framework, TEC, and related patches have been installed. A listing of
the required Tivoli software can be found in the “Tivoli Enterprise support and requirements” section.

o The Tivoli software versions and patches installed on Gateway and Managed Node devices must match those
installed on the associated TMR server.

e SNMP services must be installed and configured on all HP managed systems.

e ATivoli administrator login is needed to perform many of the features provided with Insight Integration. For
information on administrator login and access rights, refer to the Tivoli Framework User’s Guide.

HP hardware support

The Insight Integration has been developed to install and operate on HP Proliant, AlphaServer, and Infegrity
Superdome servers, configured as Tivoli TMR and Managed Node systems on supported UNIX and Windows
platforms, including HP-UX, Windows 2000, Windows 2003, and Solaris, and as Tivoli Endpoint devices on
platforms that support Tivoli and HP Insight Management Agents, including Windows 2000, Windows 2003,
Windows NT, NetWare, and Linux. For a more complete listing of Endpoint platform support, refer to the “HP Insight
Management Agent platforms” section.

The following sections provide examples of the minimum configuration requirements for HP Proliant servers
configured as Tivoli TMR and TEC servers, Tivoli Managed Nodes or Endpoints.

HP Proliant server configured as a TMR server

The following configuration is recommended as a minimum:

e Windows 2000 with SP4 or greater
° 128 MB RAM

o TCP/IP installed and configured

o Tivoli Framework 3.7.1 or later

o Oracle, Sybase, Microsoft SQL Server, Informix, or DB2 Relational Database Management Systems (RDBMS)
HP Proliant server configured as a TEC server

The following configuration is recommended as a minimum:

e Windows 2000 with SP4 or greater

o 512 MB RAM and 512 MB free drive space (without RIM and event database)

o 1 GB RAM and 4 GB RAM free drive space (with RIM and event database on the same server)
o TCP/IP installed and configured

e Tivoli Framework 3.7.1 or later

e Tivoli Enterprise Console 3.7.1 or later and Event Server with the SNMP event adapter installed on a node in
the environment

o Oracle, Sybase, Microsoft SQL Server, Informix, or DB2 RDBMS for the TEC database
Proliant Managed Node and Endpoint configurations

The following configuration is recommended as a minimum:

e 64 MBRAM

e Windows NT 4.0 SP6a

e Novell NetWare 4.x

e SNMP service installed and configured

@’ NOTE: Under Windows 2000, the SNMP service is set to READ ONLY by default. Be sure that SNMP is
configured for READ/WRITE to enable proper operations.
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o TCP/IP installed and configured
o Insight Management Agents 5.50 or later
e Tivoli Managed Nodes
e Tivoli Framework 3.7.1 or later
e Tivoli Endpoints with the Tivoli Management Agent installed

HP Insight Management Agent platforms

The following lists all platforms supported by Insight Management Agents and Insight Integration as managed Tivoli
Endpoint systems:

e Windows 2000

e Windows NT 4.0 SP6

e Windows 2003

e NefWare 5.x or later

e HP Trué64 UNIX 4.0F and later

e HP OpenVMS 7.1 and later

e UnixWare 7 or later and Open UNIX 8

° Linux
e Red Hat
o SUSE

e UnitedLlinux 1.0
o OS/2 Warp Version 4

Disk space and memory requirements

To install the HP Insight Integration for Tivoli, Revision 4.0, a minimum 5 MB of free hard disk space is required for a
combined TMR/TEC or individual TMR and TEC server configuration.

No set memory is required. The Tivoli environment and the number of nodes being managed within the TMR will
determine the actual amount of memory required.

HP software requirements

The following HP software is needed to implement the full functionality of the HP Insight Integration for Tivoli.

HP Insight Management Agents

Insight Management Agents are the foundation of the HP Insight Integration for Tivoli and are required on every HP
server to be managed. They monitor hardware instrumentation, subsystem status and generate SNMP events.

HP Insight Integration for Tivoli, Revision 4.0, includes hardware support and SNMP event instrumentation up to
Insight Management Agents 7.40. HP recommends that Insight Management Agents 5.50 be used as a minimum.

To view data instrumented by HP Insight Management Agents on an individual server, the Insight Integration for Tivoli
includes a task to launch the System Management Homepage from the Tivoli Desktop and TEC.

Insight Management Agents for HP servers are provided with HP Support Packs, included with the Foundation Pack
and SmartStart CDs shipped with HP Proliant and Integrity servers, and can also be downloaded from
http://www.hp.com/servers/manage.

HP Systems Insight Manager

HP Systems Insight Manager is a web-based application that provides unified lifecycle management for HP servers,
storage, and other managed infrastructure resources from HP and third-party manufacturers. HP Systems Insight
Manager can be used to maximize system uptime, reduce total cost of ownership, and provide powerful systems
lifecycle monitoring, inventory, and control.

The HP Insight Integration for Tivoli includes a task to launch HP Systems Insight Manager from the Tivoli Desktop and
TEC.

HP Systems Insight Manager is not required to implement the HP Insight Integration for Tivoli, but it enables more
advanced infrastructure lifecycle management from within the Tivoli environment.

Product overview 9



HP Systems Insight Manager can be found on the Management CD included with the Proliant Essentials Foundation
Pack, shipped with every Proliant server, and can also be downloaded from http://www.hp.com/servers/manage.

@’ NOTE: The download file size for HP Systems Insight Manager is approximately 150 MB.

HP Storage Management Appliance

The HP OpenView Storage Management Appliance is a centralized monitoring and management solution for storage
area networks (SAN). Connected directly to the network fabric, it performs advanced independent management
functions between computers and storage devices.

The HP Insight Integration for Tivoli includes a task to launch the web-based agents for the HP Storage Management
Appliance from the Tivoli Desktop and TEC.

The HP Storage Management Appliance is not required to implement HP Insight Integration for Tivoli, but it can be
used to provide advanced SAN management from within the Tivoli environment.

Tivoli Enterprise support and requirements

The HP Insight Integration for Tivoli has been developed to work with the following applications:

e Tivoli Enterprise Management Framework/Desktop (required)
e Tivoli Enterprise Console
e Inventory folls provided with Tivoli Configuration Manager

The HP Insight Integration for Tivoli, Revision 4.0 has been developed and tested with the following:

o Tivoli Framework/Desktop 3.7.x, 4.1, and 4.1.1
o Tivoli Enterprise Console 3.7.x, 3.8, and 3.9
e Tivoli Configuration Manager 4.2

Tivoli patch requirements

The following minimum Tivoli patch levels are required to implement the HP Insight Integration for Tivoli.

Tivoli Framework 3.7.x

e Tivoli Framework 3.7.1—TMF-00097
e Tivoli Framework 3.7.1—TMF-00099

Tivoli Enterprise Console 3.7.x

o Tivoli Enterprise Console 3.7.1—TEC-FPO4
Tivoli Framework 4.1

o Tivoli Framework 4.1 —TMF-0013
Tivoli Enterprise Console 3.8

o Tivoli Enterprise Console 3.8, Fixpack 1
Tivoli Framework 4.1.1

e  Tivoli Framework 4.1.1 —TMF-0044
Tivoli Enterprise Console 3.9

o Tivoli Enterprise Console 3.9, TEC-FPO4

Tivoli SNMP Adapter

The HP Insight Integration for Tivoli has been developed to integrate nearly 800 SNMP traps generated by HP Insight
Management Agents into the TEC Console, and includes event translation and automated event correlation. The Tivoli
SNMP Adapter is needed to provide this capability.

At least one system on the network must have a Tivoli SNMP Adapter installed and configured to forward the HP
SNMP traps to the TEC. All managed HP servers must be configured to forward SNMP traps to the Managed Node
or endpoint device containing the Tivoli SNMP Adapter.

Product overview 10



Both Tivoli non-TME and TME Adapter Configuration Facility (ACF) SNMP Adapters are supported by the HP Insight

Integration for Tivoli.

For more details on how to configure the Tivoli SNMP Adapter to receive HP SNMP events, refer to the chapter

“Installing the HP Insight Infegration with the TEC.”

Tivoli operating environments

The HP Insight Integration for Tivoli is designed to infegrate into the following Tivoli platforms:

B NOTE: Includes dll operating systems supported by the respective Tivoli Framework and TEC versions.

Tivoli Enterprise TMR Server and Managed Nodes

Tivoli tier-1 platforms

o HP-UX 1Ti

e AIX5.2 and greater

o Solaris 8, 9, and 10

e Windows 2000 and 2003

Tivoli Endpoints

The following lists all Endpoint platforms supported by the HP Insight Integration for Tivoli:

e Windows 2000 and 2003

e Windows NT 4.0 SPé

o NetWare 5.x or later

° HP Tru64 UNIX 4.0F and later

e HP OpenVMS 7.1 and later

e UnixWare 7 or later and Open UNIX 8
o Red Hat Linux

o SUSE Linux

o United Linux 1.0

o OS/2 Warp Version 4

Insight Integration groups and tasks

The HP Insight Integration for Tivoli provides the following groups and tasks, as shown in Figure 1.

Further details on using each task are provided in the chapters “Installing the HP Insight Integration with the TEC” and

“Using the HP Insight Integration for Tivoli.”
Figure 1 HP Insight Integration for Tivoli

. HP Insight Integration for Tivoli - |EI|5|

Collection Edit  Wiew Create Help

€ & &

Insight Administration Tasks Ahout Insight Tivoli Module HF Storage Management Appliance Agents
HF Systemn Management Homepage HF Systemns Insight Manager Initiate Inventory Collection

&
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Find Next | Find il | |
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e Insight Administration Tasks—Predefined tasks for configuring the TEC SNMP Adapter and the TEC Event Server
with HP Insight event definitions, classes, rules, and filters.

e About Insight Tivoli Module—Displays revision details for the installed HP Insight Integration for Tivoli.

e HP System Management Homepage—Embedded task to launch the System Management Homepage on a
specified HP server. Provides in-depth hardware configuration and subsystem status data instrumented by HP
Insight Management Agents.

e HP Systems Insight Manager—Embedded task to launch the browser-based HP Systems Insight Manager
application for unified management of HP servers, storage and other infrastructure hardware resources.

e HP Storage Management Appliance Agents—Embedded task to launch the HP OpenView Storage
Management Appliance for advanced storage management and administration.

e Initiate Inventory Collection—Embedded task to execute the HP Inventory Collector (COLLECT.EXE) on specified
nodes. This task creates and saves HP hardware asset data to a specified location using a .MIF file format. The
Inventory tools provided with the Tivoli Configuration Manager can be used to import HP .MIF files info an
existing Tivoli inventory database.

o Set Internet Browser Location—A predefined task to configure the Insight Integration browser environment,
enabling HP web-based management tools to be launched from the Tivoli Desktop and Event Console.

Insight Integration directories and files

The HP Insight Integration for Tivoli is provided as a compressed file for both UNIX- and Windows-based Tivoli
platforms (INSTEC40.zip and INSTEC40.tar). The compressed file expands to the following default location, /hpg.

The expanded integration consists of the directories and files listed in Table 1.

Table 1 Integration directories and files

Directory Contents

/hpq Root location for the expanded Insight Integration files

/hpg/Docs User documentation and release notes

/hpq/Plus File packages and scripts used to install HP Insight Integration for Tivoli
on the Tivoli Desktop and the TEC host systems

/hpq/Plus/Utils Predefined scripts for uninstalling the HP Insight Integration for Tivoli

/hpqg/Plus/Clg HP Insight Integration for Tivoli configuration files

/hpa/TEC Files (.cds, .oid, .rls, .baroc), release notes, and scripts for performing a

manual installation of the HP Insight Integration for Tivoli

/hpg/Inventory Files (.sq|, .sh) for creating HP specific schemas and queries, plus the HP
Inventory Collector utility (collect.exe)
/hpa/MIBs Contains information about HP SNMP MIB files associated with the HP

Insight Integration for Tivoli
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1 Installing the HP Insight Integration with the TEC

Overview

This section describes the primary elements and operations of the TEC, as well as the requirements and procedures
used to install the HP Insight Integration for Tivoli into an existing TME.

TEC components and Insight Integration

Operation of the TEC relies on the following three major components.

Event adapters

Tivoli event adapters gather data from managed resources in the TME. Event adapters allow the TEC to refrieve
events from a variety of sources, including the Windows Event Log, SNMP messages, log files, and other
management platforms such as Tivoli NetView or HP OpenView.

The Insight Integration for TEC provides predefined event object definitions and classes (.cds and .oid files) for over
800 events that integrate with both non-TME and TME ACF SNMP Adapters. This enables events generated by HP
Insight Management Agents to be translated, prioritized, and clearly displayed in the TEC. Detailed configuration
procedures for both adapters are described in this chapter.

Event Server

The Event Server is a central system that arbitrates all SNMP events in the distributed environment and delivers
updates to the TEC. It creates an entry in the Tivoli database for each incoming event and evaluates each one against
a set of rules to determine how fo respond. Using an event rule base, administrators can automate common tasks and
actions based on incoming events.

The HP Insight Integration for Tivoli provides a comprehensive set of over 800 predefined BAROC event class
definitions and over 150 rules. These classes and rules enable the automated processing and correlation of SNMP
events generated by HP Insight Management Agents, and can be easily customized to suit individual TME
requirements. Detailed configuration procedures are described in this chapter.

Event Console

The Event Console is a graphical user interface that displays incoming events received at the Event Server. Multiple
Event Consoles can be configured within a single TME as required.

System administrators can use the Event Console to retrieve, filter, and correlate incoming events or to escalate SNMP
traps to other Event Consoles for further processing.

This chapter describes how to display SNMP events for HP servers and storage platforms using a variety of TEC
versions. This enables system administrators to simplify IT operations by viewing and managing events for hardware
infrastructures, operating systems, and application platforms from within a common TEC interface.

Installation overview and prerequisites

The following provides an overview of the major steps and suggested sequence for installing the HP Insight
Integration for Tivoli.

1. Confirm full installation and operations of the target TME, including the TMR server and associated Tivoli
Gateways.

2. Ensure that TEC has been installed and that the required revision and patch levels have been applied (refer to
the “Tivoli Enterprise support and requirements” section of the “Product overview” chapter).

3. Confirm that the Tivoli SNMP Adapter, TEC Event Server, and TEC Console components have been configured
in preparation for Insight Integration installation.

Verify that SNMP services have been installed and are operational on all HP servers to be managed.

Download the HP Insight Integration for Tivoli from http://www.hp.com/servers/integration.

Expand the downloaded Insight Integration on the target TMR server where the Tivoli Deskiop is located.
Confirm that you have administrator-level authority in the TME before installing the Insight Integration for TEC.

© NOo U A

Install the Link Binaries to the target TMR, TEC servers, and associated gateways.
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9. From the Tivoli Desktop, install the Insight Integration files on the target TMR, TEC servers and associated

gateways.

10. Assign Tivoli administration resources and roles to permit access and operations of the Insight Integration.
11.  Configure the Tivoli SNMP Adapters to include HP SNMP event definitions and classes.

12. Configure the TEC Event Server with the HP BAROC files and rules.

13. Configure the Tivoli Event Console to display the HP SNMP events.

14. Configure the Insight Integration tasks that enable access to the System Management Homepage, Systems

Insight Manager and the HP Storage Management Appliance (if applicable) from the Tivoli Desktop and TEC

console.

Installing HP Insight Integration for Tivoli

The HP Insight Integration for Tivoli allows for scripted and manual installation. The following section describes the
individual steps to complete a fully scripted installation of the files provided with the HP Insight Integration for Tivoli

into an existing TME.

B’ NOTE: The text and graphics provided are based on a Tivoli Management Framework 3.7.1 configuration.
Some menu item names might differ for other Tivoli Framework platforms, but the general procedures remain
the same. For additional details and guidance, refer to your Tivoli documentation. For manual installation
procedures, see the “Manually configuring the HP Insight Integration for Tivoli” section.

1. Conlfirm that the target Tivoli environment has been correctly configured and is operational and that the correct
applications and patch levels have been installed (see the “Tivoli Enterprise support and requirements” section

of the “Product Overview” chapter).

2.  Download the HP Insight Integration for Tivoli from http://www.hp.com/servers/integration.
3. Expand the downloaded Insight Integration file (INSTEC40.zip or INSTEC40.tar) on the target TMR server with

administrator authority.

4.  Select Desktop>Install>Install Product (Figure 2). The Install Product screen appears (Figure 3).

Figure 2 Install Product Option menu selection
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Figure 3 Install Product window
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Using the Select Media button on the Install Product window, set the media location to where the Insight
Integration files were expanded in step 3. The default location is /hpqg/Plus.

Select Plus Module Support (Link Binaries) from the Select Product to Install list (Figure 3). If this option is
not listed, click Select Media and locate the media (located by default in the /hpg/Plus directory and
identified by the presence of a contents.lst file). After the media location is found, click Set Media>Close.

NOTE: The installation process described presumes that the Plus Module Support Link Binaries are not
already present. If Plus Module support Link Binaries already exist on the TMR, then use the Install
Patch option under the Desktop/Install option (Figure 2), instead of the Install Product selection.

Populate the Clients to Install On list with the designated target systems. Use the left and right arrow buttons
to move machine names from Available Clients to Clients to Install On. Install the Insight Integration in
sequence to the following systems:

e TMR server
e TEC server
e Associated gateways

Click Install. The Product Install window appears, which logs the installation as it runs, initially listing the tasks
that take place during the installation. Click Continue Install to begin the installation, or click Cancel to abort the
installation.

After the process completes, click Close to complete the installation of the Plus Module Support (Link Binaries).
Select HP Insight Integration for Tivoli, Revision 4.0 from the Select Product to Install list (Figure 3). If it
is not listed, click the Select Media button, and locate the media (located by default in the /hpg/Plus
directory, and identified by the presence of a contents.Ist file). After the media location is found, select Set
Media>Close.
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11. Populate the Clients to Install On list with the designated target systems. Use the left and right arrow buttons

to move machine names from Available Clients to Clients to Install On. Install the Insight Integration in
sequence to the following systems:

e TMR server
e TEC server
e Associated gateways

12. Click Install. The Product Install window appears, which logs the installation as it runs, initially listing the tasks

that take place during the installation. Click Continue Install to begin the installation, or click Cancel to abort the

installation.

13. After the installation is complete, click Close to complete the installation.

& NOTE: The approximate time to install the HP Insight Integration for Tivoli is 10 to 15 minutes,
depending on the overall TME configuration.

Confirming installation and product details

Use the following procedure to confirm the installation of the HP Insight Integration for Tivoli, Revision 4.0.

1. From the Tivoli Deskiop, select TivoliPlus>Open, or double-click the TivoliPlus icon. The TivoliPlus
window displays (Figure 4).

Figure 4 TivoliPlus
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2. Rightclick HP Insight Integration for Tivoli, and select Open, or double-click the icon to display the HP Insight
Integration for Tivoli window.

Figure 5 HP Insight Integration for Tivoli
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3. Rightclick About Insight Tivoli Module, and select Run, or double-click the icon to display the product
revision details (Figure 6).

Installing the HP Insight Integration with the TEC
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Figure 6 Product revision details
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Assigning Tivoli administrator resources

Having completed the installation of the HP Insight Integration for Tivoli files, you must assign administrator resources

to enable correct access and operations.

1. Rightclick the Administrators icon on the Tivoli Desktop and select Open, or double-click the icon to display

the Administrators window (Figure 7).

2. Rightclick the administrator that you want to assign access rights for the Insight Integration, and then select Edit

Resource Roles to display the Set Resource Roles window (Figure 8).

Figure 7 Administrators window
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Figure 8 Set Resource Roles window
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3. Be sure that HP Insight Integration for Tivoli is included under the Resources list.

4. Select Change and Close to complete the selection. Close and reopen the desktop to confirm the settings.

Installing the HP Insight Integration with the TEC
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Configuring a Tivoli SNMP Adapter

The HP Insight Integration for Tivoli provides a scripted task, Configure SNMP Adapter, to simplify the integration of
HP SNMP events with Tivoli Non-TME and Tivoli TME ACF adapters.

The Configure SNMP Adapter task is used to copy the HP SNMP event definition file (ins_evt.cds) and the HP object
identifier file (ins_evt.oid) to defined target systems and amends the existing tecad_snmp.cds and tecad_snmp.oid
files. This task allows the Tivoli SNMP adapters to identify and interpret traps generated by the HP Insight
Management Agents. The shell script Config_snmp.sh is used to complete this task.

B NOTE: The TME must include at least one SNMP Adapter. This user documentation includes instructions for
configuring both non-TME and TME ACF SNMP adapters.

NOTE: For additional details on configuring Tivoli SNMP adapters, refer to your Tivoli documentation.

Preinstallation considerations

To ensure a successful integration with the TEC, note the following:
e HP recommends running the Configure SNMP Adapter task provided with the Insight Integration before setting
up the TEC Event Server.

o Tivoli non-TME or TME ACF adapters must be installed on the target systems before running the Configure
SNMP Adapter task provided with the Insight Integration.

o The SNMP service on all HP Managed Nodes and Endpoints must be configured to send SNMP traps to the
Tivoli SNMP Adapter.

e The TEC application must be fully installed and operational before running the Configure SNMP Adapter task
provided with the Insight Integration.

B NOTE: The port number that TEC uses to receive events is usually 5529 for Windows-based systems and
0 for UNIX environments.

The Configure SNMP Adapter task supports Tivoli tier-1 platforms (HP-UX, AIX, Solaris, and Windows) and defines
events from all environments supported by HP Insight Management Agents. For a list of supported operating
platforms, see the “Product Overview” chapter.

Incoming events correspond to standard HP SNMP traps covering hardware platforms and subsystems that include:

e System hardware health, power supply, and environmental status

o Fibre Channel, IDE, SCSI, and Drive Array (RAID) subsystems

e StorageWorks and SANWorks storage configurations

e Clustered and Standby Recovery Server configurations

o Predefined and user-defined hardware threshold settings

e Hardware pre-failure monitors

e Network interface controllers

e Remote Insight Lights-Out Edition (RILOE) and Integrated Lights-Out (iLO) solutions
o HP Management Agent services

All defined HP events for use with the TEC include severity and correlation conditions, which can be customized to
suit individual requirements.

Configuring a Tivoli non-TME SNMP Adapter

To configure the HP Insight Integration for Tivoli with a Tivoli non-TME SNMP Adapter:

1. Confirm that the TME is configured and operating correctly before attempting to configure the SNMP Adapter
(TMR server, Tivoli Gateways, and the TEC application).

2. Confirm that a Tivoli non-TME Adapter is installed on at least one Managed Node or Endpoint within the TME.

3. Confirm that the adapter class definition file provided with the Insight Integration, ins_evt.cds, has been copied
to the /etc directory of the system hosting the Tivoli non-TME adapter.

4.  From the HP Insight Integration for Tivoli window on the Tivoli Desktop (Figure 5), double-click Insight
Administration Tasks, and rightclick the Configure SNMP Adapter icon (Figure 9).

5.  Select Run on selected subscribers. The Execute Task window displays (Figure 10).
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& NOTE: This example is based on a default Tivoli installation. To make changes to an existing
configuration select the Modify job option.

Figure 9 Insight Administration Tasks window
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Figure 10 Execute Task window
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In the Execute Task window, use the arrow buttons to select the target systems that contain the Tivoli non-TME

Adapter from the list of available options in the left-hand selection windows.

& NOTE: The TME requires only a single non-TME SNMP adapter for use with the TEC. Configure the
SNMP services on HP Managed Nodes and Endpoints to send traps to the Tivoli SNMP Adapter.

SNMP Adapter window (Figure 11).

When the target selections are complete, click Execute or Execute & Dismiss to display the Configure
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B’ NoTE: Clicking either Execute or Execute & Dismiss displays the Configure SNMP Adapter window
(Figure 11). However, clicking Execute displays the Execute Task window after closing the Configure
SNMP Adapter window, allowing for further configuration, while clicking Execute & Dismiss displays
the Configure Administrative Tasks window.

Figure 11 Configure SNMP Adapter window
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8.  The Configure SNMP Adapter window provides the option to enter a specific path for the Tivoli non-TME SNMP
adapter. If the path is left blank, the default location is used.

B NOTE: For nonTME adapters, the default UNIX configuration path is usr/tecad. For Windows platforms,
the default path is C:\tecsnmp.

9.  Select Set and Close to complete the configuration process and initiate the Config_snmp.sh script. This script
amends the existing tecad_snmp.cds and tecad_snmp.oid files on the target systems with the HP SNMP event
classes and definitions, and initiates the TEC SNMP Adapter.

Configuring a Tivoli ACF SNMP Adapter

The Tivoli Adapter Configuration Facility (ACF) allows for easier remote deployment and configuration of an SNMP
adapter. One advantage of using ACF with the Insight Integration is the deployment of the HP event definitions file
(ins_evt.cds). The ins_evt.cds file contains the HP SNMP to Tivoli event mappings and HP trap definitions.

When using a non-TME adapter, the HP event definition file is copied to the target location as part of the Configure
SNMP Adapter task supplied with the Insight Integration. When using the ACF method, the HP event definition file is
copied to the target location during the creation of the adapter. This method ensures that the ins_evt.cds file is always
in the correct location before running the Configure SNMP Adapter task.

& NOTE: Although the ACF is supported on both Tivoli Managed Nodes and Endpoints, the ACF SNMP Adapter
is supported only on Endpoint (TMA) systems and cannot be configured on Tivoli Managed Nodes.

Overview

The deployment and configuration of the ACF SNMP Adapter includes the following steps. A detailed configuration is
provided in the subsequent section.

1. Configure the Tivoli environment (TMR server, gateways, TEC).

2. Install the ACF on the TMR server and gateways.

3. Configure the TMA Endpoints.
4

Install the HP Insight Integration for Tivoli. See the “Installing the HP Insight Integration for Tivoli” section for
installation instructions.

o

Create a dataless ACF profile manager and Adapter Configuration Profile (ACP).

o

Populate the newly created profile with the target Endpoints.

7.  Edit the profile to configure the adapter type. The profile must include the tecad_snmp entry, location and port
definitions for the Event Server, and location of the HP event definitions file (ins_evt.cds).

8.  Distribute the profile to deploy the ACF Adapter to the target Endpoints.

9.  Modify the Configure SNMP Adapter task provided with the Insight Integration to set the profile as a
subscriber.
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10. Run the Configure SNMP Adapter job provided with the Insight Integration to amend the tecad_snmp.cds
and tecad_snmp.oid files with the HP event classes and definitions.

& NOTE: The ACF Adapter is supported only on Tivoli Endpoint systems.

Deploying and configuring an ACF SNMP Adapter

1. Confirm that the TME is configured and operating correctly before attempting to configure the SNMP Adapter

(TMR server, Tivoli Gateways, and the TEC application).
2.  Confirm that the ACF is installed on the TMR server and associated Tivoli Gateways.

3. On the Tivoli Desktop, double-click the <hostname>-region icon to select the target policy region, where

<hostname> refers to the name of your TMR host. The Policy Region window appears.
Figure 12 Policy Region window
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4.  On the menu bar, click Create, and select ProfileManager. The Create Profile Manager window
appears.
Figure 13 Create Profile Manager window
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5.

Input @ name in the Name/lcon Label text box to accurately identify the new profile manager, and select the
Dataless Endpoint Mode checkbox.

6. Click Create and Close o complete the profile manager creation.
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7.  Inthe Policy Region window, click Properties> Managed Resources. The Set Managed Resources
window appears (Figure 15).

Figure 14 Policy Region window
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Figure 15 Set Managed Resources window
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8.  Using the left and right arrows, ensure that the Policy Region includes the Adapter Configuration Profile
(ACP) under the Current Resources section.

9.  Click Set & Close to confirm the seftings.
10. In the Profile Manager window, double<lick the profile manager icon previously created.

11.  In the Profile Manager window, select Create from the menu bar, and select Profile.
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Figure 16 Create Profile window
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12. Input a name in the Name/lcon Label text box to accurately identify the new profile.

13. Select ACP from the Type window. Click Create & Close to complete the profile creation.
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14. From the Profile Manager window, select Profile Manager>Subscribers. The Subscribers window appears.
Figure 17 Subscribers window
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15.  Using the arrow buttons, select the required subscribers for the profile manager. Subscribers can be individual
Endpoints or another subscription profile.

& NOTE: The TME requires only a single SNMP adapter for use with the TEC. Configure the SNMP services
on HP Managed Nodes and Endpoints to send traps to the Tivoli SNMP Adapter.

16. Click Set Subscriptions & Close to save the subscription profile.
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17.  In the Profile Manager window, right-click the previously created profile, and select Edit Profile.

Figure 18 Profile Manager window
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18. Atter the Adapter Configuration Profile window appears, click Add Entry to display the Add Adapter

Configuration window.
Figure 19 Add Adapter Configuration window
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19. Highlight tecad_snmp, and click Select & Close to save the adapter type configuration. The Edit Adapter
window appears, enabling you to edit the adapter configuration (Figure 20).
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Figure 20 Edit Adapter window
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20. Select the Environment radio bution.

21. Doubleclick the ServerLocation variable, and enter the name of the event server in the text box to the right of
the equal sign. Click the check icon, located to the right of the text box, to confirm the setting.

22. Doubleclick the ServerPort item, and enter the port number in the text box to the right of the equal sign. Click

the check icon to confirm the sefting.

Ef

0 for UNIX configurations.

NOTE: The port number that TEC uses to receive events is usually 5529 for Windows-based systems and

23. Select the Distribution radio button to display the Edit Adapter window (Figure 21).

Figure 21 Edit Adapter window
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24.
immediate right of the equal sign to display the Select File window.

In the text box to the left of the equal sign, enter the file name ins_evt.cds, and click the browse icon to the
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Figure 22 Select File window
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25. Browse to and highlight the ins_evt.cds file. The default location is /Tivoli/bin/generic_unix/TME/PLUS/IM2 on
the TMR server for both Windows and UNIX versions of the HP Insight Integration for Tivoli.

26. Click Set & Close to confirm the selection.
27. At the Edit Adapter window, select the checkbox to the right to confirm the seftings.

28. Click Save & Close to save the configuration settings.

29. In the Profile Manager window, click Profile Manager>Distribute. This action distributes the ACF Adapter
to the subscribers defined in step 15. Alternatively, drag the Profile icon from the Profile Manager window,
and drop it onto the icon displayed in the Subscribers area. This action completes the creation and deployment
of the ACF adapter (Figure 23).
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Figure 23 Distribute Profiles window
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30. Use the Configure SNMP Adapter task provided with the Insight Integration to amend the HP event classes
and trap definitions (ins_evt.cds and ins_evt.oid) to the Tivoli environment. Follow the steps in the “Configuring

a Tivoli non-TME SNMP Adapter” section.
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Configuring the TEC Event Server

The configuration of the TEC Event Server can either be performed manually or using the scripted task provided with
the Insight Integration. This section describes the scripted procedures for installation. The manual configuration is
detailed in the “Manually configuring the HP Insight Integration for Tivoli” section.

The Insight Integration task, Setup TEC Event Server, automatically adds the HP BAROC event class definitions and
rules into the target TEC Event Server rule base. This task allows events generated by HP Insight Management Agents
to be correctly interpreted and processed. During the setup process, you can elect to use an existing rule base or
create a new one by cloning an existing rule base and adding the HP rules.

Preinstallation considerations

1. The TEC application must be fully installed and operational before performing the Insight Integration tasks,

including the configuration of SNMP services.

The TEC requires that a database, such as Oracle, Sybase, MSSQL, or DB2 RDBMS, be installed and available.
A working Tivoli Event Console must already be present.

A TEC SNMP Adapter must be configured to accept HP SNMP events.

@PP"!"

Adapter” section.

NOTE: For details on configuring the Tivoli SNMP Adapter, see the “Configuring a Tivoli SNMP

5.  HP Managed Nodes / Endpoints must be configured to send SNMP traps to a designated TEC SNMP Adapter.

Creating the HP Rule Base

1. From the HP Insight Integration for Tivoli window, double-click Insight Administration Tasks. The Insight

Administration Tasks window appears.
Figure 24 Insight Administration tasks
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2.  Doubleclick Setup TEC Event Server. Alternatively, rightclick Setup TEC Event Server, and select Run
Job. The Setup TEC Event Server window appears.

Figure 25 Setup TEC Event Server window
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In the Rule Base Name field, enter the name of an existing rule base or the name of a new rule base. By
default, the Insight Integration creates the new rule base (HpgRuleBase) if the specified name does not match an
existing rule base.

In the Rule Base to Clone field, enter the name of an existing rule base to clone. The system ignores this field if
an existing rule base is enfered in the first field.

NOTE: If you are creating a new rule base, enter Default (case-sensitive) in the Rule Base to Clone
field. The rule base fo clone should be the current active rule base.

In the Path for Rule Base field, enter the path to the new rule base. This field is ignored if an existing rule base
was entered in the first field.

NOTE: If you are creating a new rule base, enter the path to store the files created by the setup task.

The Name of Event Console to Configure field can normally be left blank. The current active Event
Console is used. In a TEC 3.7 or 3.8 or 3.9 environment, leave this field blank. Event consoles for these
versions are designed to be configured manually.

Click Set and Close to confirm the values and complete the configuration.

Contiguring the Tivoli Event Console (version 3.7, v3.8, and v3.9)

Before HP events can be viewed properly within the Tivoli Event Console (version 3.7 and greater), the console
component must be configured to assign the required event groups and access permissions.

The following procedures describe how to set up a new event group just for HP events and assign them to a console.
For an existing configuration, you can choose not to create a new group or to amend an existing group. By default,

all HP SNMP events are selected to display in the Event Console. For further details on Event Console configuration,

refer to the Tivoli Enterprise Console User’s Guide.

1.

From a command line in the Tivoli environment, issue the tec_console command to open the Tivoli
Enterprise Console - Configuration window.

Figure 26 Tivoli Enterprise Console - Configuration window
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2.  Rightclick Event Groups, and select Create Event Group (Figure 27).
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Figure 27 Tivoli Enterprise Console - Configuration window
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3. Enter a distinguishing name and description to easily identify the new event group (in this example, HP Insight
Events is used). Click OK to save the event group. Optionally, a filter can be assigned to this event group that
only displays events generated by Insight Management Agents. If you do not want a filter, proceed to step 8.

4.  Rightclick the newly created event group, and select Create Filter. The Add Event Group Filter window

appears.
Figure 28 Add Event Group Filter window
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5.  Create a corresponding name and description for the filter (in this example, HP Insight Event Filter is used).
6. Click Add Constraint.
7.  In the Atiribute listings, select the Sub-source value, and enter HP Insight Manager in the Value field.
8.  Click OK to save the constraint settings.
9.  Configure the console so that events monitored by the newly created event group will display. For this example,

a new console is created, but under typical production environments an existing console might be amended.

Console. The Create Console window appears (Figure 29).

Right-click the Consele folder in the Tivoli Enterprise Console - Configuration window, and select Create
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Figure 29 Create Console window
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11. Click the General tab, and assign the console name and description (in this example, the name Console A is
used).

12. Click the Appearance tab, and select the type and format used to display events.

13. Click the Event Groups tab, and use the Assign Groups button to select the event groups and roles
associated with the console (in this example, Insight Events group is used).

Figure 30 Event Groups
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14. Click the Operators tab, and assign current operators from the list of available operators.

15.  Finish configuring the remaining tabs based as required, and click OK to save the console.
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Manually configuring the HP Insight Integration for Tivoli

The HP Insight Integration for Tivoli has been developed for easy installation using predefined scripts and tasks. To
provide maximum flexibility with existing Tivoli environments and to meet individual needs, some elements of the
Insight Integration can be configured manually.

The following sections describe how to manually configure selected elements of the TEC application to receive and
display HP SNMP events:

o Tivoli SNMP Adapter

e Tivoli Event Server

Manually updating the Tivoli SNMP Adapter on a Managed Node

The following process can be used to manually update an existing SNMP Adapter to receive the HP event definitions
and classes provided with the HP Insight Integration for Tivoli, Revision 4.0. The event definitions support Insight
Management Agents up to version 7.40.

1. Shut down the TECSNMPAdapter service.

2.  Make a copy of the existing tecad_snmp.cds and tecad_snmp.oid files and store them in a separate location.
This precaution enables you to restore the original configuration if needed.

3. Open the existing tecad_snmp.cds file for editing. By default, the file for non-TME adapters is located in the
/tecsnmp/etc directory. For the ACF adapter, this file is located in $LCFDIR /TME/TEC/adapters/etc, where
$LCFDIR represents the Endpoint directory environment.

4.  If a previous version of the Compagq Insight Manager Integration for Tivoli Enterprise has been installed, remove
all existing entries starting with CIM..

5.  If a previous version of the HP Insight Integration for TEC has been installed, remove all existing entries starting
with IM.

6.  Append all entries from the file ins_evt.cds file located in hpg/TEC to the original tecad_snmp.cds.

7.  Save the updated tecad_snmp.cds file.

8.  Open the tecad_snmp.oid file for editing.

9.  If a previous version of the Compaq Insight Manager Integration for Tivoli or Insight Integration for TEC has

been installed, remove all existing entries that start with cpg
10. Add all entries from the file ins_evt.oid file located in hpg/TEC to the original tecad_snmp.oid.
11.  Be sure that the object identifier (OID) entries are in numerical order.
12. Save the tecad_snmp.oid file.
13. Restart the TECSNMPAdapter service.

Manually copying existing SNMP Adapter files to another Managed Node

When there are multiple systems in a TME that require a configured SNMP Adapter, instead of running the HP
configuration task on each target Managed Node or Endpoint, the associated .cds and .oid files can be configured
once and copied to each target system.

The following describes the process for installing to a remote Windows Managed Node. This process presumes that
the Configure SNMP Adapter task supplied with the Insight Integration has already been run on the TMR server and
that the updated tecad_snmp.cds and tecad_snmp.oid files have already been created.

1. Be sure that the target Managed Node or Endpoint is installed with a Tivoli non-TME adapter. By default, the
non-TME adapter installation creates the following directories:
o C:\Tecsnmp\etc
e C:\Tecsnmp\bin

@' NOTE: A UNIX configuration uses the /etc/Tivoli/tecad reference.

2. On the target Managed Node, stop the TECSNMPAdapter service.

3. Make backup copies of the current tecad_snmp.cds and tecad_snmp.oid files. This precaution preserves the
working configuration, so that the adapter can be easily restored if required.

4. Replace the existing tecad_snmp.cds and tecad_snmp.oid files in the C:\Tecsnmp\etc directory with the files
already created using the Configure SNMP Adapter task provided with Insight Integration.

5. Restart the TECSNMPAdapter service to complete the process and implement the newly updated event classes
and definitions on the Managed Node.
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Manually configuring the Event Server rule base
This section describes how to configure the Tivoli Event Server manually using command line.
Configuring the TEC rule base from a Command Line

The HP Insight Integration for Tivoli includes the file Tec37_cliconfig, located in the hpg/TEC directory, which can be
used to help manually configure the TEC rule base from a command line. This file details the steps required to
configure the event server manually and can be edited and used as a deployment script.

(¥ IMPORTANT: This file must be edited to set environment specific conditions before being used as a deployment
script. The file must be run from the command line in the Tivoli environment where the TEC server is hosted.
Details on how to configure the required environment settings are included in the file.
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Installation logs

The HP Insight Installation for Tivoli creates the IM2_PLUS.LOG file that contains detailed information about the overall
installation status.

When the installation is complete, the IM2_PLUS.LOG file is created in the directory Tivoli\db\host_name.db\tmp,
where the host_name entry references the name of the TMR server where the Insight Integration has been installed.
Review this log file to help confirm a successful installation and to identify any potential installation problems.

The Insight Integration also creates a debug log. See the “Troubleshooting” section in Appendix A for details on
configuring and using the debug features.

Configuring the HP browser tasks

The HP Insight Integration for Tivoli includes tasks to launch selected HP web-based management tools (HP Systems
Insight Manager, HP System Management Homepage and the HP Storage Management Appliance) from the Tivoli
Desktop and Tivoli Event Console (version 3.7, 3.8, and 3.9). To enable these tasks, you must configure the browser
environment as follows:

1. At the HP Insight Integration for Tivoli window, double-click Set Internet Browser Location. The Configure Internet
Browser window appears.

Figure 31 HP Insight Integration for Tivoli
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2. In the Path to Web Browser field, enter the location of your browser executable, and then click Set and Close
to complete the process.
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Uninstalling the HP Insight Integration for Tivoli

Should it become necessary to uninstall the HP Insight Integration for Tivoli, a predefined script is provided in the
Hpq/Plus/Utils directory to help simplify the process.

To uninstall a scripted or manual installation of the HP Insight Integration for Tivoli, revision 4.0, run the
ins_cleanmod. sh script from a command line. The Hpg/Plus/Utils directory of the Insight Infegration contains
scripts to remove all installed HP components for revision 4.0 and revision 3.0 of the HP Insight Integration for Tivoli
(ins_cleanmod.sh and ins_cleanmod v30.sh) .

After the uninstallation process is completed, confirm that all HP entries in the tecad_snmp.cds and tecad_snmp.oid
files have been removed. Alternatively, remove the HP entries manually as detailed in the section “Manually
configuring the HP Insight Integration for Tivoli.”

@’ NOTE: The uninstall files are scripts and not executables, and must be run from a command line in the
configured Tivoli environment using an interpreter such as Bash.exe or Sh.exe. An example using Sh.exe would
be, sh ins_cleanmod.sh.
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2 Using the HP Insight Integration for Tivoli

Introduction

The integration of HP SNMP events into the TEC provides valuable hardware status and event information that helps
IT administrators to proactively manage HP hardware and other enterprise resources from within common TEC
environment.

The HP Insight Integration for Tivoli includes BAROC event class definitions and rules to correlate nearly 450 SNMP

events. These classes and rules integrate closely with the TEC application, allowing HP SNMP events to be identified,
processed, translated, and clearly displayed in the TEC using native Tivoli services. Although predefined to correlate
a wide variety of hardware event conditions, the rules can be easily customized to suit individual TME requirements.

The following sections in this chapter illustrate practical uses of this functionality to identify and analyze potential
problems, plus procedures for gathering additional in-depth hardware data using HP Systems Insight Manager and
the HP System Management Homepage.

Managing HP events in the Tivoli Enterprise Console

The HP Insight Integration for Tivoli provides a comprehensive set of BAROC event class definitions and rules to
correlate nearly 450 events. These classes and rules enable SNMP events generated by HP Insight Management
Agents to be correctly identified, processed, and displayed by the TEC in a translated format and help automate the
correlation of common system conditions.

The following sections describe how HP SNMP events are displayed and managed in the TEC.

Viewing HP events

HP SNMP events are presented in the TEC using translated message text and corresponding color-coded severity
indicators. This enables administrators to quickly identify an event root cause and to prioritize based on the level of
criticality.

The example in Figure 33 shows a TEC 3.7 Event Console with a highlighted event indicating a Critical alert on the
system Tivolimstmr that relates to a Thermal Status Degraded condition.

Figure 33 Tivoli Enterprise Console
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To obtain additional information on an individual nofification, click the highlighted event to display the events details

window shown in Figure 34.
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Under the Attributes List tab, further event details can be quickly identified as follows:
e Under the hpg_info entry in the Attribute Name column, the corresponding data in the Attribute Value column
provides a more detailed explanation of the event.

e Under the Message entry in the Attribute Name column, the corresponding data in the Attribute Value column
verifies the status level.

o Under the SpecificTrap entry in the Attribute Name column, the corresponding data in the Attribute Value
column provides the SNMP event ID.

e Under the Sub-source entry in the Attribute Name column, the corresponding data in the Attribute Value column
identifies that HP Insight Management Agents generated the event.
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Event correlation

The HP Insight Integration for Tivoli provides rules to correlate nearly 450 SNMP events. These rules enable
automated processing and correlation of HP SNMP events generated by Insight Management Agents and storage
agents and can be easily customized to suit individual TME requirements. A full list of HP event rules is provided in
Appendix B of this user guide.

e Asan example of this functionality, Figure 35 displays a TEC 3.7 console with a Fatal event on the system
Tivolimstmr. The event data indicates a failed hard drive in a RAID array and two Warning events for the
related logical drive.
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Figure 35 Fatal and warning events
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e When the failed drive is replaced, the automatic recovery process associated with the RAID array hardware
commences, and the Insight Management Agents generate additional events to indicate that the logical drive is
rebuilding.

e When the rebuild is complete, a final event is generated indicating that the Logical drive status is OK, as shown

in Figure 36. The predefined HP rules automatically close the preceding events related to the drive failure.

Figure 36 Logical drive status
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Launching HP web-based management tools

The HP Insight Integration for Tivoli installs several browser-based tasks to invoke selected HP resource management
tools from the Tivoli Desktop and the TEC. These tools include HP Systems Insight Manager, the System Management
Homepage, and the agents associated with the HP Storage Management Appliance.

This feature enables administrators to directly access additional hardware configuration information, status data,
and lifecycle management tools for HP servers and storage platforms from within the Tivoli environment.

The procedures for launching HP tasks from the Tivoli Desktop and the TEC are described in the following sections.

&7 NOTE: To enable the HP browser tasks, first configure the browser environment for the Insight Integration
environment. See “Configuring HP Browser Tasks” in the chapter “Installing the HP Insight Infegration with the
TEC.”
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Launching From the Tivoli Desktop

The HP Insight Integration for Tivoli installs three tasks on the Tivoli Desktop to launch HP Systems Insight Manager, HP
System Management Homepage, the agents associated with the Storage Management Appliance (Figure 37).

To use each of these tasks, you must input the name or IP address of the target server. When the task executes, it
invokes the chosen browser application and links to the target device. The tasks amend the appropriate secure access
port for each management tool as follows:

. HP Systems Insight Manager—Port 50000
o HP System Management Homepage—Port 2381
o Storage Management Appliance—Port 2381

The following example demonstrates how to launch and display the System Management Homepage on the device
named “SalesServer.”

Figure 37 HP Insight Integration for Tivoli
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1. From the HP Insight Integration for Tivoli window, double-click the HP System Management Homepage
task. The HP_System_Management_Homepage window displays, as shown in Figure 38.

Figure 38 HP_System_Management_Homepage window
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2. Inthe Target Host field, input the name of the target system. In this example, the name is “SalesServer.”

3.  Click Set and Close to complete task. This action invokes the browser application and amends the secure port
address 2381 to the specified server name or IP address.

4.  The System Management Homepage for the SalesServer device displays, showing the summary data provided
by the HP Insight Management Agents and other plug-in tools (Figure 39).

Using the HP Insight Integration for Tivoli 41



39 System Management Homepage for SalesServer
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Launching from the TEC Console

1. From a selected event in the TEC Console, right-click the event entry to display the dropdown list (Figure 40).
Figure 40 TEC Task Execution
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Select Task Execution to display the Task Execution window (Figure 41).

The Task Libraries tab lists the available executable tasks, which includes several associated with the HP Insight
Integration for Tivoli. The Target Hosts tab lists the available hosts on which the tasks can be executed.
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Figure 41 Task Execution window
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The following example demonstrates how to launch and display the System Management Homepage on the device
named “SalesServer.”

3.
4.

Highlight the HP_System_Management_Homepage task under the Task Libraries tab.
In the Target_Host field, enter the name of the target server or related IP address (Figure 42).
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Figure 42 Launching the System Management Homepage task
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5.  Click Execute Task to complete task. This action invokes the browser application and amends the secure port
address 2381 to the specified server name or IP address. The System Management Homepage for the
SalesServer device displays, showing data provided by the HP Insight Management Agents and other plug-in
tools.

Figure 43 System Management Homepage for SalesServer
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3 Integrating HP asset information with Tivoli Inventory

Overview

The HP Insight Integration for Tivoli includes a task and predefined database schemas that enable detailed hardware
data for HP Proliant servers to be collected, displayed and queried by the inventory tools delivered with Tivoli
Configuration Manager.

The HP Inventory Collection task is designed to run the HP Inventory Collector (Collect.exe) on user-selected nodes,
and then save the output of each system to a local .MIF file on the target systems. The resultant .MIF file can be
imported into Tivoli Inventory.

NOTE: The HP Inventory Collector is supported only on Microsoft Windows operating systems.

This chapter provides information on the HP Inventory Collection task, and demonstrates how to configure an
automated process fo collect and import detailed hardware inventory data for HP Proliant servers into Tivoli
Inventory. For those Tivoli environments in which hardware inventory management is of extra importance, this data
can be used to produce detailed reports of HP hardware using the Tivoli Inventory Query Facility, and to build
additional Tivoli Subscription and Software Distribution lists.

The main steps to accomplish this level of integration include:

Adding HP specific tables to the existing Tivoli Inventory Database
Adding HP specific views to the existing Tivoli Inventory Database
Creating an HP query library and HP queries

PoODN=

Customizing an inventory profile to run the HP Inventory Collector (Collect.exe) to gather and save HP inventory
data in a .MIF file

Assumptions and requirements

The information provided in this chapter is for system administrators who use the HP Insight Management Agents and
HP Systems Insight Manager to manage the operation and asset management of HP systems within the TME.

Before attempting to implement this solution, you must be familiar with the configuration and operation of the Tivoli
Management Framework, Tivoli Inventory (part of the Tivoli Configuration Manager), HP Systems Insight Manager,
HP Insight Management Agents, and all associated documentation.

The following Tivoli software must be installed before attempting to configure any part of the solution detailed here:

e Tivoli Management Framework 3.7.1 or later

o Tivoli Inventory 4.2 or later

It is also assumed that Tivoli Policy Regions, Profile Managers, Profiles, and associated resource rights have been
created or assigned in the appropriate locale to match the Logical Architecture standards of the environment.

The HP Inventory Collector (Collect.exe) 7.10 or later is also required. This utility works with HP Insight Management
Agents to gather in-depth asset information for HP Proliant servers, and is supplied with the HP Insight Integration for
Tivoli, Revision 4.0 in the hpg\Inventory directory.

The HP Inventory Collection utility will gather several hundred hardware asset attributes. The actual amount of data
gathered is dependent on the type of system being scanned and the number of configured options.

The Initiate Inventory Collection task

Eig

HP Insight Integration for Tivoli includes the task “Initiate Inventory Collection”, which runs the HP Inventory Collector
(Collect.exe) to gather hardware asset data on selected subscribers and then saves the output to a specified location
in a .MIF format, which can be imported into the Tivoli Inventory database.

NOTE: Importing the collected HP data into the Tivoli Inventory Database is a separate process to the Initiate
Inventory Collection task and is described later in this chapter.

NOTE: SNMP services and HP Insight Management Agents must be installed and configured on all HP systems
to be managed with this task. HP Insight Management Agents 5.50 or later are recommended as a minimum.
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The Initiate Inventory Collection task provided with the HP Insight Integration for Tivoli runs the following executable,
and can be used with the variables listed in Table 2:

Collect.exe /f <path>\hp.mif /tpem

Table 2 Initiate Inventory Collection task command line variables

Command line variable Description

/t Instructs the output fo be saved as single file. Without this parameter, each MIB
collection is saved as a separate file.

Path Specifies the location for the resultant .MIF file provided by the user.

hp.mif Specifies the name of the resultant .MIF file.

/tpem Defines the format of the output fields. This switch translates spaces in the

attribute and group names to underscores and removes several unnecessary
statements in the .MIF output file. This makes the MIF format suitable for
importing into Microsoft SQL Server, Sybase, and Oracle databases.

The resultant .MIF file contains hardware asset data and is saved locally on each target system as HP.MIF in the
path specified by the user. If no path is specified, the file is saved in the following location
\Tivoli\db\Host_name.db, where Host_name refers to the name of the target system.

The output HP.MIF file is provided in a format that can be imported into Microsoft SQL, Sybase, and Oracle
database applications.

(& IMPORTANT: The Inventory Collector utility (Collect .exe) is provided with the HP Insight Integration
download image, and is located by default in the \hpg\Inventory directory. See the chapter “Product
overview” for details on the contents of the download image and the associated directory contents.

Updates to the HP Inventory Collector utility are provided on the download page for the HP Insight
Integration for Tivoli at http://h18000.www1.hp.com/products/servers/management/tivoli-enterprise.html.

Configuring and running the Initiate Inventory Collection task

1. From the HP Insight Integration for Tivoli window, rightclick the Initiate Inventory Collection icon.
Figure 44 Initiate Inventory Collection icon
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2. Select the Run on selected Subscribers option. The Execute Task window opens (Figure 45).
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Figure 45 Execute Task window
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6. Inthe Path to place MIF file field, input the path where the .MIF file should be placed. If no path is
specified, the file is saved in the following location \Tivoli\db\Host_name.db, where Host_name refers to the
name of the target system.

7. Click Set and Close to complete the configuration and execute the task.

Integrating HP data into the Tivoli Inventory Database

HP Integration scripts

Eig

The following scripts referenced in this document enable the creation of HP Inventory Tables and Views for Microsoft
SQL Server and Oracle databases. These scripts are included with the HP Insight Integration for Tivoli, Revision 4.0
and are located in the hpg\Inventory directory.

NOTE: The scripts provided with the HP Insight Integration for Tivoli should work equally well for other
database vendors supported by the Tivoli Inventory product, such as Sybase, and can be used as examples.

e Microsoft SQL Server
e hp_mssgl_schema.sq|
o hp_mssqgl_views.sql
e Oracle
o hp_oracle_schema.sql
e hp_oracle_views.sql
The following script will create the Tivoli Query Library and HP-specific queries referenced in this document. This is
included with the HP Insight Integration for Tivoli and is located in the \hpg\Inventory directory.
e hp_tivoli_queries.sh
The following scripts will create the HP-specific history tables and queries:

o h_hp_mssql_schema.sql
e h_hp_mssql_views.sql

o h_hp_oracle_schema.sq|
o h_hp_oracle_views.sql

o h_hp_tivoli_queries.sh

Extending the Tivoli database

Tivoli Inventory generates hardware and software .MIF files during an associated hardware or software scan. The
information in these .MIF files is stored in predefined tables within the configuration repository of the database
schema in the RDBMS. HP provides predefined scripts that will automatically extend an associated Tivoli Inventory
Database with the necessary HP tables in Microsoft SQL and Oracle environments.

If the use of custom .MIF files is planned, they must meet certain requirements that include creating tables and columns
in the Tivoli Inventory configuration repository to store the custom information.

When creating a custom table in the Tivoli Inventory configuration repository, follow these guidelines:

o Do not modify existing tables in the Tivoli Inventory configuration repository.

o The table name must be identical to the .MIF group name you will be using.

e The column names must be identical to the attributes you will be using.

e Ineach custom table, create a primary key that includes the following columns:
« HARDWARE_SYSTEM_ID
e CONFIG_CHANGE_TYPE

This enables configuration change history tracking of the table by relating it to the CONFIG_CHANGE_HISTORY
table. In each custom table, include the CONFIG_CHANGE_TIME column. This column does not have to be part of
the primary key.

The primary key must also include any .MIF attribute that you designate as a key. For example, the CPU Number
and PCI Slot number require additional primary keys.
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HP database scripts

The following scripts will automatically extend the Tivoli Inventory Database and add the necessary tables for a
Microsoft SQL Server or Oracle implementation. These scripts are included with HP Insight Integration for Tivoli and
are located in the \hpg\Inventory directory.

hp oracle schema.sqgl

hp mssgl schema.sqgl
The following scripts will create the history tables for the HP specific tables for Microsoft SQL and Oracle
implementations:

h hp oracle schema.sql

h hp mssgl schema.sqgl

Run the scripts that apply for the configured Tivoli Inventory Database using the appropriate ISQL or SQL Plus
database client. Ensure that the table permissions are set to run the script using the same Database ID configured for
Tivoli. The ID configuration information can be determined by running the wgetrim command on the TMR Server.

Creating HP specific views

Eg

Create

If Tivoli Inventory is used to gather custom information, the predefined views provided with the HP integration will not
enable the Tivoli Inventory configuration repository to be queried for custom HP information. It will be necessary to
create additional database views. Creating a new view requires running a database script to add the new views to
the Tivoli Inventory configuration repository.

When creating a new view the following guidelines should be noted:

e Do not edit any predefined views.

o Ifthe new view is to be used to query the Tivoli Inventory configuration repository and then return the results to a
subscription list, ensure that the new view contains the following columns: TME_OBJECT_ID and
TME_OBJECT_LABEL. This type of query can be used for Managed Nodes, Endpoints, PC Managed Nodes, or
any other managed site that meets the query criteria.

The following scripts provide examples of custom view creation and are included with the HP Insight Integration for
Tivoli in the hpg\Inventory directory.

hp oracle views.sql

hp mssqgl views.sqgl

For HP specific views for historical data,

h _hp oracle_views.sql
h hp mssqgl views.sql

Run the scripts that apply for the configured Tivoli Inventory Database using the appropriate ISQL or SQL Plus
database client. Ensure that the table permissions are set to run the script using the same Database ID configured for
Tivoli. The ID configuration information can be determined by running the wgetrim command on the TMR Server.

These scripts create new views with HP specific information. They also demonstrate how the views can contain both
Tivoli collected inventory information in addition to HP Extended information.

NOTE: These sample views reflect only a relatively small number of the available HP Collected Attributes. For a
working TME, it is likely that additional views will need to be created to meet individual requirements.

an HP query library and HP queries

To help in the creation of an HP query library and associated HP queries, the following reference script is provided
with the HP Insight Integration for Tivoli, and is located in the hpg\Inventory directory.

hp tivoli queries.sh
This script creates a new query library and new queries in a Tivoli Policy Region, specified at the time of execution.
These queries use the additional views that were created in previous sections of this chapter (“Extending the Tivoli
database” and “Creating HP specific views”). The queries created by this script are:

o HP CPU Information
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o HP DRIVE ARRAY information
o HP FCA Information

o HP IDE Information

o HP Inventory

o HP SCSI Information

o HP Slot Information

o HP Software Versions

& NOTE: This script provides an example of how to create queries to leverage the HP specific inventory
content. Additional Views/Queries might need to be created to meet individual requirements and TME
environments. Additional views can be created through the Tivoli Desktop or a command line interface. For
further details on creating queries, reference the Tivoli Inventory User’s Manual.

Queries can be run to view system specific details by right-clicking its object, selecting Execute Query, and then
selecting the query library and the specific query.

Queries can also be executed through many other methods, such as referencing building subscription and distribution
lists or by displaying the content for all systems that match the query criteria. Reference the Tivoli Inventory User’s
Manual for further information.

B NOTE: A corresponding HP specific query library and associated HP queries to retrieve historical data can be
created with the help of the h_hptiv_queries.sh script. Additional queries can also be created based on
individual requirements.

Ensure that the correct configuration repository has been specified. To verify this, right-click on the query name,
and select the Edit Query option.

Customize the inventory profile

Creating a Tivoli inventory profile, or customizing an existing one, represents the final step in the integration of HP
asset data into Tivoli Inventory. A profile can be configured to perform the following tasks automatically upon
distribution:

1. Execute the HP Inventory Collector (Collect.exe) on the selected target system.

2. Create the HP MIF file.

3. Acquire the populated HP MIF file.

To perform this step, the following process should be used:

1. The HP MIF file can be created by executing Collect.exe through the Tivoli Desktop option or command line. The

Collect.exe utility can also be executed locally on the target system. The path in which the file resides must be
the same as the MIF file path specified in the profile.

%’ NOTE: To execute Collect.exe through a command line, use the run_clicollect.bat batch
command. This batch program is delivered with the HP Insight Integration for Tivoli in the hpg\Inventory
directory and must be placed in the same directory as Collect.exe. The path in which to create and save
the HP MIF file must be specified in the MIFPath variable.

2. On the Tivoli Desktop, right-click the Inventory Profile, and select Properties. The Inventory Administration
window appears (Figure 47).
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Figure 47 Inventory Administration window
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5.

Select Scripts and MIF files in the navigation pane.

Enter the path and name of file to be read as shown in Figure 47.

NOTE: The syntax used for the Collect.exe utility is as follows:

Collect.exe /tpem /t <output dir>\<mif filename>

Click OK.

Displaying HP inventory information

The following section demonstrates the output results of the HP queries.

Running the queries

1.
2.

From the Profile Manager on the Tivoli Desktop, expand the list of subscribers to display individual systems.

Right-click a farget system, and then click Execute Query to display the window shown in Figure 48.

Figure 48 Execute a Query window
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3.

Select HP_QUERIES from the Query Libraries list, and select HP CPU INFORMATION from the Queries list.
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4.  Click the Execute command button to run the query. The query results containing HP CPU data for the chosen
target system is displayed, as shown in Figure 49.

5.  Click the Close button to close the query results window.
Figure 49 Query results
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6.

Selecting H_HP_QUERIES from the Query Libraries list for the same CPU query selection displays historical

information for current and past inventory collections. HP CPU data from the historical tables is displayed, as
shown in Figure 51.

Figure 50 Execute a Query window for H_HP_QUERIES

W |Execute a Query -0 x|
=]
? Select and Execute a Queny
*
cilery Libraries Queries
HPF QUERIEZ H HP CPU _INFORMATION |

H_HP_DRIVE_ARRAY INFO—
HIHP FCL II-IFIIIRII-IATIEII-I v
4 4

A | A |

Execute Close Help

7.

Click the Close button to close the query results window.
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Figure 51 Query results window for H_HP_CPU_INFORMATION
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4 Technical support

Before you contact HP

Be sure fo have the following information available before you call HP:

e Technical support registration number (if applicable)
e Product serial number

e Product model name and number

e Applicable error messages

e Add-on boards or hardware

e Third-party hardware or software

e Operating system type and revision level

Gathering the required Tivoli information
e Review the prerequisites and installation steps listed in the chapters “Product overview” and “Installing the HP
Insight Integration with the TEC.”

e See the “Troubleshooting” section in Appendix A of this user guide or review the FAQ information on the HP
website at http://www.hp.com/servers/integration.

e If you need to contact HP, provide the following details to help resolve your problem quickly and accurately:
o Details of the physical Tivoli Environment.
e Save any error information (output file or screen shot).
e Provide copies of the following output files:

o List of installed Tivoli applications, revisions numbers and patches (see the wlsinst -ah command
detailed in the “Obtaining configuration information” section in this chapter.)

o HP integration installation log file IM2_PLUS.LOG

e Output from any other diagnostic or informational program (see the “Advanced troubleshooting and
debugging” section in Appendix A of this user guide)

HP contact information

For the name of the nearest HP authorized reseller:

o In the United States, refer to www.hp.com/service locator.

o In Canada, refer to www.hp.com.
o In other locations, refer to the HP website (http://www.hp.com).

For HP technical support:

o In North America:

e Call 1-800-HPINVENT (1-800-474-6836). This service is available 24 hours a day, 7 days a week. For

continuous quality improvement, calls may be recorded or monitored.

o If you have purchased a Care Pack (service upgrade), call 1-800-633-3600. For more information about
Care Packs, refer to the HP website (http://www.hp.com).

e Outside North America, call the nearest HP Technical Support Phone Center. For telephone numbers for
worldwide Technical Support Centers, refer to the HP website (http://www.hp.com).
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Appendix A: Troubleshooting and known issues

Troubleshooting

The following sections contain information for troubleshooting issues relating fo installing and operating the HP Insight
Integration for Tivoli.

Verifying the installation status of Insight Integration

To determine if the HP Insight Integration for Tivoli has installed successfully, look at the installation log file
IM2_PLUS.log.

The log file is saved to Tivoli\db\Host_Name.db\tmp, where Host_ Name refers to the name of the TMR where the
HP Insight Integration for Tivoli has been installed. The file contains detailed information that can be used to confirm
the status of the installation.

SNMP must be installed before installing Insight Management Agents

If SNMP Network Services are not available when HP Insight Management Agents are installed, then the SNMP
portions of the Insight Management Agents are not implemented. Install SNMP (and configure the community, access
attributes, and trap destination), and then reinstall the Insight Management Agents.

The installation of Insight Management Agents does not usually require the system to be rebooted. However, the
SNMP services must be stopped and restarted to affect the change. The restart process is automatic on some

platforms (for example, Windows 2000 and Windows 2003).

Test SNMP trap operations

To verify that the Tivoli SNMP Adapter is installed and forwarding events correctly to TEC (port 5529 for Windows
and port O for UNIX), run the following generic trap from any Managed Node:

wsnmptrap -h hostname 1.0 1 100
In this example, hostname is the name or IP address of the system running the Tivoli SNMP Adapter. If this trap is not
displayed in the TEC SNMP event group, the problem is not with the Insight Integration module, but with the SNMP
Adapter, TEC, or networking components.

Simulating an Insight SNMP trap

This is an example command that can be executed from the TMR or Managed Node to simulate an Insight SNMP
trap. It is received and displayed in the SNMP event group of the TEC. Note that there are spaces before “1.3.6..."
on the lines following wsnmpt rap. Replace hostname with the IP address of the Managed Node running the
configured Tivoli SNMP Adapter.

The following command invokes the SNMP trap Logical Drive Status:OK IM_3008:
wsnmptrap -h hostname 1.3.6.1.4.1.232 6 3008\
1.3.6.1.2.1.1.5 OctetString “hpgSNMPTest”\

1.3.6.1.4.1.232.11.2.11.1 Integer 0\
1.3.6.1.4.1.232.3.2.3.1.1.4 Integer 2

Advanced troubleshooting and debugging

Installation log

The HP Insight Installation for Tivoli creates the IM2_PLUS.log in the Tivoli\db\Host_Name.db\tmp location, where
the Host_Name entry references the name of the TMR where HP Insight Integration for Tivoli has been installed. It
contains detailed information that can be used to confirm the status of the installation.

Installation and operational errors

Many of the installation and operational functions of the HP Insight Integration create debug output if the following
directories are present:

o Managed Nodes: /tmp/debug (UNIX) and $DBDIR/tmp/.plusdebug (Windows NT and later)

o TMA Endpoints: /tmp/debug (UNIX) and C:\Program Files\Tivoli\lcN\dat\1\.plusdebug (Windows NT and
later)
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When debugging is enabled, the following log files are saved. These files are always created during the installation
of the Insight Integration, but are not saved unless the appropriate debug directories are already created.

IM_ALIDB_after.error
IM_ALIDB_after.output

Obtaining configuration information

The following commands output additional information about the Tivoli environment that might prove useful when
trying to troubleshoot any installation or operational problems:

wlsinst
wgetrim
wgetrim
wlookup

odadmin

-ah—Lists applications and patches installed on all TMRs and Managed Nodes
tec—Lists information regarding the TEC RDBMS interface module (RIM) objects
inventory—Lists information regarding the Inventory RIM objects

-ar Gateway—Displays the defined gateways

odlist—Displays connections from TMR to Managed Nodes

odadmin—Displays directory names

Before calling HP Customer Support

If you are having problems installing or configuring the HP Insight Integration for Tivoli, HP Customer Support can
offer further assistance.

Before calling HP Customer Support:

Review the prerequisites and installation steps listed in the chapters “Product overview” and “Installing the HP
Insight Integration with the TEC.”

See the “Troubleshooting” section or review the FAQ information on the HP website at
http://www.hp.com/servers/integration.

If you need to contact HP, provide the following details to help resolve your problem quickly and accurately:

o Details of the physical Tivoli Environment.

e Save any error information (output file or screen shot).

e Provide copies of the following output files:

o List of installed Tivoli applications, revisions numbers and patches (see the wisinst -ah command
detailed in the “Obtaining configuration information” section in this chapter.)

o Installation log file IM2_PLUS.LOG

o Output from any other diagnostic or informational program (see the “Advanced troubleshooting and
debugging” section in this chapter)

See the HP support contacts listed in the “Technical support” section of this user guide.
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Appendix B: HP SNMP events

The following table lists all of the HP SNMP definitions delivered with the HP Insight Integration for Tivoli, Revision
4.0. The events are organized according to MIB type and obiject identifier.

CR3500 RAID controller (CPQCR.MIB)

Table 3 CR3500 RAID Controller (CPQCR.MIB)

Tivoli types TEC class  Description TEC priority

cpqCrController1FailureTrap (1) IM_1 This event occurs when the primary controller in  Fatal
the subsystem has failed.

cpqCrController1InformationTrap (2) IM_2 This event occurs when the primary controller in ~ Harmless
the subsystem has recovered.

cpqCrController2FailureTrap (3) IM_3 This event occurs when the secondary controller in Fatal
the subsystem has failed.

cpqCrController2InformationTrap (4) IM_4 This event occurs when the secondary controller in Harmless
the subsystem has recovered.

cpgCrlogDrivelnformationTrap (5) IM_5 This event occurs when a RAIDset has become Harmless
optimal.

cpqCrlogDriveFailureTrap (6) IM_6 This event occurs when a RAIDset has failed. Fatal

cpqCrlogDriveReconstructTrap (7) IM_7 This event occurs when a RAIDset has started the  Warning
reconstruction process.

cpgCrlogDriveReducedTrap (8) IM_8 This event occurs when a RAIDset has become Critical
degraded.

cpqCrlogDrivelnitializingTrap (9) IM_9 This event occurs when a RAIDset is initializing. ~ Warning

cpqCrDiskinformationTrap (10) IM_10  This event occurs when a disk drive has Harmless
recovered.

cpqCrDiskFailureTrap (11) IM_11 This event occurs when a disk drive has failed. Fatal

cpqCrDiskReconstructTrap (12) IM_12 This event occurs when a disk member of a Warning

logical drive has begun the reconstruction process
and will be available for use when reconstruction
is complete.

cpqCrDiskAvailableTrap (13) IM_13 This event occurs when a disk drive has been Harmless
physically added or set to the Available state.

cpqCrDiskSpareTrap (14) IM_14 This event occurs when a disk drive has been set  Harmless
to Spare status from Available and can be used in
a RAID 1, RAID 140 or RAID 5 logical disk should
a member device fail in one of those RAIDsets.

cpqCrEMUNormalTrap (15) IM_15 This event occurs when the overall condition of the Harmless
primary enclosure has returned to normal.

cpgCrEMUFanFailureTrap (16) IM_16 This event occurs when one of the cooling fans in ~ Fatal
the primary enclosure has failed.

cpqCrEMUFaninformationTrap (17) IM_17 This event occurs when the cooling fan in the Harmless
primary enclosure has recovered.

cpqCrEMUPowerSupplyFailureTrap (18) IM_18 This event occurs when one of the power supplies  Fatal
in the primary enclosure has failed.

cpqCrEMUPowerSupplyInformationTrap (19) IM_19 This event occurs when the power supply in the Harmless
primary enclosure has recovered.

cpqCrExpCabFanFailureTrap (20) IM_20 This event occurs when one of the cooling fans in  Fatal
the expansion cabinet has failed.
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Table 3 CR3500 RAID Controller (CPQCR.MIB)

Tivoli types TEC class  Description TEC priority

cpqCrExpCabFanlnformationTrap (21) IM_21 This event occurs when the cooling fan in the Harmless
expansion cabinet has returned to a normal state.

cpqCrExpCabPowerSupplyFailureTrap (22) IM_22 This event occurs when one of the power supplies  Fatal
in the expansion cabinet has failed.

cpqCrEMUTemperatureWarningTrap (23) IM_23 This event occurs when the temperature in the Warning
primary enclosure has triggered a warning
condition detected by the controller.

cpqCrEMUTemperatureCriticalTrap (24) IM_24 This event occurs when the temperature in the Critical
primary enclosure has triggered a critical
condition detected by the controller.

cpqCrEMUTemperaturelnformationTrap (25) IM_25  This event occurs when the temperature in the Harmless
primary enclosure has returned to normal.

cpgCrExpCabTemperatureWarningTrap (26) IM_26 This event occurs when the temperature in the Warning
expansion cabinet has triggered a warning
condition detected by the controller.

cpgCrExpCabTemperatureCriticalTrap (27) IM_27 This event occurs when the temperature in the Critical
expansion cabinet has triggered a critical
condition detected by the controller.

cpqCrExpCabTemperaturelnformationTrap (28)  IM_28 This event occurs when the temperature in the Harmless
expansion cabinet has returned to normal.

cpqCrExpCabPowerSupplylnformationTrap (29) IM_29  This event occurs when the power supply inthe ~ Harmless
expansion cabinet has recovered.

cpqCrPhyDiskInformationTrap (30) IM_30 This event occurs when a disk drive has Harmless
recovered.

cpqCrPhyDiskFailureTrap (31) IM_31 This event occurs when a disk drive has failed. Fatal

cpgCrPhyDiskReconstructTrap (32) IM_32 This event occurs when a disk member of a Warning

logical drive has begun the reconstruction process
and will be available for use when reconstruction
is complete.

cpqCrPhyDiskAvailableTrap (33) IM_33 This event occurs when a disk drive has been Harmless
physically added or set to the Available state.

cpqCrPhyDiskSpareTrap (34) IM_34 This event occurs when a disk drive has been set  Harmless
to Spare status from Available and can be used in
a RAID 1, RAID 0+1 or RAID 5 logical disk should
a member device fail in one of those RAIDsets.

Common cluster management (SVRCLU.MIB)

Table 4 Common cluster management (SVRCLU.MIB)

Tivoli types TEC class  Description TEC priority

svrCluMemberAdded (100) IM_100  This event occurs when a cluster member is Harmless
added.

svrCluMemberDeleted (101) IM_101  This event occurs when a cluster member is Warning
deleted.
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Standard equipment (CPQSTDEQ.MIB)

Table 5 Standard equipment (CPQSTDEQ.MIB)

Tivoli types TEC class  Description TEC priority

cpqSeCpuThresholdPassed (1001) IM_1001 This event occurs when an internal CPU error Warning
threshold has been passed on a particular CPU,
causing it o go degraded.

cpgSePCCardThermalDegraded (1002) IM_1002 This event occurs when the PC Card Slot Thermal  Critical
Sensor threshold has been exceeded for safe
operations thereby causing degraded operations.

cpqSePCCardThermalFailure (1003) IM_1003 This event occurs when the PC Card Slot Thermal  Fatal
Sensor threshold has been exceeded for
degraded operations, thereby causing failed
operations.

cpqSePCCardThermalSafe (1004) IM_1004 This event occurs when the PC Card Slot Thermal ~ Harmless
Sensor threshold has been crossed, which
restored the thermal status to normal operations.

cpgSe2CpuThresholdPassed (1005) IM_1005 This event occurs when an internal CPU error Warning
threshold has been passed on a particular CPU
causing it to go degraded.

Systems information (CPQSINFO.MIB)

Table 6 Systems information (CPQSINFO.MIB)

Tivoli types TEC class Description TEC priority

cpqSiHoodRemoved (2001) IM_2001 This event occurs when hood status has been  Critical
set to removed.

cpqSiMonitorConditionOK (2002) IM_2002 This event occurs when the Fault reporting Harmless
features have returned to within their normal
operating range for the monitor.

cpgSiMonitorConditionDegraded (2003) IM_2003 This event occurs when the monitor's condition  Warning
is degraded because the internal temperature
is exceeding normal operating limits.

cpgSiMonitorConditionFailed (2004) IM_2004 This event occurs when the monitor's condition  Critical
has been set to Failed because an operational
feature is exceeding normal operating limits.

cpqSiCorrMemErrStatusDegraded (2005) IM_2005 This event occurs when the Correctable Warning
memory error count has exceeded the threshold
for the memory module.

cpqSiCorrMemErrStatusOk (2006) IM_2006 This event occurs when the Correctable Harmless
memory error count is now below the threshold
for the memory module.

cpgSiMemConfigChange (2007) IM_2007 This event occurs when a memory configuration Harmless
change has occurred.

cpgSiHotPlugSlotBoardRemoved (2008) IM_2008 This event occurs when a Hot Plug Slot Board ~ Warning
has been removed from the specified chassis
and slot.

cpqSiHotPlugSlotBoardinserted (2009) IM_2009 This event occurs when a Hot Plug Slot Board ~ Harmless
has been inserted into the specified chassis
and slot.

cpgSiHotPlugSlotPowerUpFailed (2010) This event occurs when a Hot Plug Slot Board
has failed to power-up in the specified chassis
and slot.
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Table 6 Systems information (CPQSINFO.MIB)

Tivoli types TEC class Description TEC priority
cpqSiHotPlugSlotErrorStatus: noError IM_2010_1 Harmless
cpgSiHotPlugSlotErrorStatus: generalError  IM_2010_2 Critical
cpgSiHotPlugSlotErrorStatus: wrongRevision IM_2010_3 Critical
cpqSiHotPlugSlotErrorStatus: wrongBoard IM_2010_4 Critical
cpgSiHotPlugSlotErrorStatus: cannotConfig  IM_2010_5 Critical
cpgSiHotPlugSlotErrorStatus: powerFault IM_2010_6 Critical
cpgSiHotPlugSlotErrorStatus: IM_2010_7 Critical
unexpectedPowerloss
cpqSiHotPlugSlotErrorStatus: wrongSpeed  IM_2010_8 Critical
cpqSiHotPlugSlotErrorStatus: IM_2010_9 Critical
functionalFailure

cpqSiSysBatteryFailure (2011) IM_2011 This event occurs when the battery indicated by Critical

cpqSiSysBatterylndex has failed and must be
replaced.
cpgSiSysBatteryChargingDegraded (2012) IM_2012 This event occurs when Significant battery Critical

degradation has occurred and the battery can
no longer be fully recharged.

cpqSiSysBatteryCalibrationError (2013) IM_2013 This event occurs when Calibration is needed  Critical
with battery and the battery cannot correctly
indicate capacity.

Intelligent drive array (CPQIDA.MIB)

Table 7 Intelligent drive array (CPQIDA.MIB)

Tivoli types TEC class Description TEC priority
cpqDa3logDrvStatusChange (3008) This event occurs when the status of a drive
array logical drive changes.

CpgDalogDrvStatus:ok IM_3008_2 Harmless
CpgDalogDrvStatus:failed IM_3008_3 Fatal
CpgDalogDrvStatus:recovering IM_3008_4 Warning
CpgDalogDrvStatus:unconfigured IM_3008_5 Warning
CpgDalogDrvStatus:readyForRebuild IM_3008_6 Warning
CpgDalogDrvStatus:rebuilding IM_3008_7 Warning
CpgDalogDrvStatus:wrongDrive IM_3008_8 Warning
CpgDalogDrvStatus:badConnect IM_3008_9 Critical
CpgDalogDrvStatus:overheating IM_3008_10 Critical
CpgDalogDrvStatus:shutdown IM_3008_11 Critical
CpgDalogDrvStatus:expanding IM_3008_12 Warning
CpgDalogDrvStatus:notAvailable IM_3008_13 Warning
CpgDalogDrvStatus:queuedForExp IM_3008_14 Warning

CpgDaCntlrActive (3016) IM_3016 This event occurs when a backup array Warning

controller in a duplexed pair has switched
over to the active role.

cpgDa4SpareStatusChange (3017) This event occurs when the status of a drive
array spare drive changes.
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Table 7 Intelligent drive array (CPQIDA.MIB)

Tivoli types TEC class Description TEC priority
CpgDaSpareStatus:invalid IM_3017_02 Warning
CpgDaSpareStatus:failed IM_3017_03 Fatal
CpgDaSpareStatus:inactive IM_3017_04 Harmless
CpgDaSpareStatus:building IM_3017_05 Warning
CpgDaSpareStatus:active IM_3017_06 Warning

cpgDaTapelibraryDoorStatusChange (3021) This event occurs when the door status of a

tape library changes.
CpgDaTapelibraryDoorStatus:notSupported  IM_3021_2 Warning
CpgDaTapelibraryDoorStatus:closed IM_3021_3 Harmless
CpqgDaTapelibraryDoorStatus:open IM_3021_4 Warning
cpgDaTapeDriveCleaningRequired (3023) IM_3023 This event occurs when a tape drive that must  Critical
have a cleaning tape inserted and run.
cpqDaTapeDriveCleanTapeReplace (3024) IM_3024 This event occurs when an autoloader tape Fatal
unit has a cleaning tape that has been fully
used and therefore must be replaced with a
new cleaning tape.
cpgDa5AccelStatusChange (3025) This event occurs when the status of an array
accelerator cache board changes
CpgDa5AccelStatus:invalid IM_3025_2 Warning
CpgDa5AccelStatus:enabled IM_3025_3 Harmless
CpgDa5AccelStatus:tmpDisabled IM_3025_4 Critical
CpgDa5AccelStatus:permDisabled IM_3025_5 Critical
cpgDa5AccelBadDataTrap (3026) IM_3026 This event occurs when an array accelerator ~ Critical
cache board has lost battery power.
cpqDa5AccelBatteryFailed (3027) IM_3027 This event occurs when a battery associated  Fatal
with the array accelerator cache board has
failed.
cpgDa5CntlrStatusChange (3028) This event occurs when the status of a drive
array controller changes.
CpgDaCntlrBoardStatus:ok IM_3028_2 Harmless
CpgDaCnilrBoardStatus:generalFailure IM_3028_3 Fatal
CpgDaCntlrBoardStatus:cableProblem IM_3028_4 Critical
CpgDaCntlirBoardStatus: poweredOff IM_3028_5 Critical
cpgDa5PhyDrvStatusChange (3029) This event occurs when the status of a drive
array physical drive changes.
CpgDaPhyDrvStatus:ok IM_3029_2 Harmless
CpgDaPhyDrvStatus:failed IM_3029_3 Fatal
CpgDaPhyDrvStatus:predictiveFailure IM_3029_4 Critical
cpqDa5PhyDrvThreshPassedTrap (3030) IM_3030 This event occurs when a factory threshold Critical
associated with one of the physical drive
objects on a drive array has been exceeded.
cpgDa2TapelibraryStatusChange (3031) This event occurs when the status of a tape
library changes.
CpgDaTapelibraryStatus:ok IM_3031_2 Harmless
CpgDaTapelibraryStatus:degraded IM_3031_3 Critical
CpgDaTapelibraryStatus:failed IM_3031_4 Fatal
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Table 7 Intelligent drive array (CPQIDA.MIB)

Tivoli types TEC class Description TEC priority
CpqgDaTapelibraryStatus:offline IM_3031_5 Warning
cpgDa2TapeDriveStatusChange (3032) This event occurs when the status of a tape
drive changes.
CpgDaTapeDrvStatus:ok IM_3032_2 Harmless
CpgDaTapeDrvStatus:degraded IM_3032_3 Critical
CpgDaTapeDrvStatus:failed IM_3032_4 Fatal
CpgDaTapeDrvStatus:offline IM_3032_5 Critical
CpgDaTapeDrvStatus:missingWasOk IM_3032_6 Warning
CpgDaTapeDrvStatus:missingWasOffline IM_3032_7 Warning
cpqDaéCntlrStatusChange (3033) This event occurs when the status of a drive
array controller changes.
CpgDaCntlrBoardStatus:ok IM_3033_2 Harmless
CpgDaCntlrBoardStatus:generalFailure IM_3033_3 Fatal
CpgDaCntlrBoardStatus:cableProblem IM_3033_4 Critical
CpgDaCntlrBoardStatus:poweredOff IM_3033_5 Critical
cpqDablogDrvStatusChange (3034) This event occurs when the status of a drive
array logical drive changes.
CpgDalogDrvStatus:ok IM_3034_2 Harmless
CpgDalogDrvStatus:failed IM_3034_3 Fatal
CpgDalogDrvStatus:recovering IM_3034_4 Warning
CpgDalogDrvStatus:unconfigured IM_3034_5 Warning
CpgDalogDrvStatus:readyForRebuild IM_3034_6 Warning
CpgDalogDrvStatus:rebuilding IM_3034_7 Warning
CpgDalogDrvStatus:wrongDrive IM_3034_8 Warning
CpgDalogDrvStatus:badConnect IM_3034_9 Critical
CpgDalogDrvStatus:overheating IM_3034_10 Critical
CpgDalogDrvStatus:shutdown IM_3034_11 Critical
CpgDalogDrvStatus:expanding IM_3034_12 Warning
CpgDalogDrvStatus:notAvailable IM_3034_13 Warning
CpgDalogDrvStatus:queuedForExp IM_3034_14 Warning
cpgDaéSpareStatusChange (3035) This event occurs when the status of a drive
array spare drive changes.
CpgDaSpareStatus:invalid IM_3035_2 Warning
CpgDaSpareStatus:failed IM_3035_3 Fatal
CpgDaSpareStatus:inactive IM_3035_4 Harmless
CpgDaSpareStatus:building IM_3035_5 Warning
CpgDaSpareStatus:active IM_3035_6 Warning
cpqDa6PhyDrvStatusChange (3036) This event occurs when the status of a drive
array physical drive changes.
CpgDaPhyDrvStatus:ok IM_3036_2 Harmless
CpgDaPhyDrvStatus:failed IM_3036_3 Fatal
CpgDaPhyDrvStatus:predictiveFailure IM_3036_4 Critical
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Table 7 Intelligent drive array (CPQIDA.MIB)

Tivoli types TEC class Description TEC priority
cpgDabéPhyDrvThreshPassedTrap (3037) IM_3037 This event occurs when a factory threshold Critical
associated with one of the physical drive
obijects on a drive array has been exceeded.
cpgDabAccelStatusChange (3038) This event occurs when the status of an array
accelerator cache board changes.
CpgDa5AccelStatus:invalid IM_3038_2 Warning
CpgDa5AccelStatus:enabled IM_3038_3 Harmless
CpgDa5AccelStatus:tmpDisabled IM_3038_4 Critical
CpgDa5AccelStatus:permDisabled IM_3038_5 Critical
cpgDabAccelBadDataTrap (3039) IM_3039 This event occurs when an array accelerator  Critical
cache board has lost battery power.
cpqDabAccelBatteryFailed (3040) IM_3040 This event occurs when a battery associated  Critical
with the array accelerator cache board has
failed.
cpgDaéTapelibraryStatusChange (3041) This event occurs when the status of a tape
library changes.
CpgDaTapelibraryStatus:ok IM_3041_2 Harmless
CpgDaTapelibraryStatus:degraded IM_3041_3 Critical
CpgDaTapelibraryStatus:failed IM_3041_4 Fatal
CpgDaTapelibraryStatus:offline IM_3041_5 Warning
cpgDaéTapelibraryDoorStatusChange (3042) This event occurs when the door status of a
tape library changes.
CpgDaTapelibraryDoorStatus:notSupported  IM_3042_2 Warning
CpgDaTapelibraryDoorStatus:closed IM_3042_3 Harmless
CpgDaTapelibraryDoorStatus:open IM_3042_4 Warning
cpgDaéTapeDriveStatusChange (3043) This event occurs when the status of a tape
drive changes.
CpgDaTapeDrvStatus:ok IM_3043_2 Harmless
CpgDaTapeDrvStatus:degraded IM_3043_3 Critical
CpgDaTapeDrvStatus:failed IM_3043_4 Fatal
CpgDaTapeDrvStatus:offline IM_3043_5 Critical
CpgDaTapeDrvStatus:missingWasOk IM_3043_6 Warning
CpgDaTapeDrvStatus:missingWasOffline IM_3043_7 Warning
cpgDaéTapeDriveCleaningRequired (3044) IM_3044 This event occurs when a tape drive must Critical
have a cleaning tape inserted and run.
cpqDaéTapeDriveCleanTapeReplace (3045) IM_3045 This event occurs when an autoloader tape Fatal
unit has a cleaning tape that has been fully
used and therefore must be replaced with a
new cleaning tape.
cpgDa7PhyDrvStatusChange (3046) This event occurs when the status of a drive
array physical drive changes.
CpgDaPhyDrvStatus:ok IM_3046_2 Harmless
CpgDaPhyDrvStatus:failed IM_3046_3 Fatal
CpqDaPhyDrvStatus:predictiveFailure IM_3046_4 Critical

cpqDa7SpareStatusChange (3047)

This event occurs when the status of a drive
array spare drive changes.
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Table 7 Intelligent drive array (CPQIDA.MIB)

Tivoli types TEC class Description TEC priority
CpqgDaSpareStatus:invalid IM_3047_2 Warning
CpgDaSpareStatus:failed IM_3047_3 Fatal
CpgDaSpareStatus:inactive IM_3047_4 Harmless
CpgDaSpareStatus:building IM_3047_5 Warning
CpgDaSpareStatus:active IM_3047_6 Warning

SCSI device information (CPQSCSI.MIB)

Table 8 SCSI device information (CPQSCSI.MIB)

Tivoli types TEC class Description TEC priority
cpqScsi3CnilrStatusChange (5005) This event occurs when the status of a SCSI
controller changes.
CpgScsiCniirStatus:ok IM_5005_2 Harmless
CpqScsiCntlrStatus:failed IM_5005_3 Fatal
cpqTape3PhyDrvCleaningRequired (5008) IM_5008 This event occurs when a tape drive must have  Critical

a cleaning tape inserted and run.

cpqTape3PhyDrvCleanTapeReplace (5009) IM_5009 This event occurs when an autoloader tape unit  Critical
has a cleaning tape that has been fully used
and therefore must be replaced with a new
cleaning fape.

cpqTape3LibraryDoorOpen (5013) IM_5013 This event occurs when the door on an Critical
autoloader is open and therefore the unit is not
operational.
cpqTape3LibraryDoorClosed (5014) IM_5014 This event occurs when the door on an Harmless
autoloader has closed.
cpqScsiCdLibraryStatusChange (5015) This event occurs when the status of a CD
library device changes.
CpqCdLibraryStatus:ok IM_5015_2 Harmless
CpqCdLibraryStatus:failed IM_5015_3 Critical
CpqCdLibraryStatus:offline IM_5015_4 Harmless
cpqTapelibraryStatusChange (5018) This event occurs when the status of a tape
library changes.
CpqTapelibraryState:ok IM_5018_2 Harmless
CpqTapelibraryState:degraded IM_5018_3 Warning
CpqTapelibraryState:failed IM_5018_4 Fatal
CpqTapelibraryState:offline IM_5018_5 Critical
cpqTape5PhyDrvStatusChange (5019) This event occurs when the status of a tape
drive changes.
CpqTapePhyDrvStatus:ok IM_5019_2 Harmless
CpqTapePhyDrvStatus:failed IM_5019_4 Fatal
CpqTapePhyDrvStatus:offline IM_5019_5 Warning
CpqgTapePhyDrvStatus:missingWasOk IM_5019_6 Warning
CpqTapePhyDrvStatus:missingWasFailed  IM_5019_7 Critical
CpqTapePhyDrvStatus:missingWasOffline  IM_5019_8 Warning
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Table 8 SCSI device information (CPQSCSI.MIB)

Tivoli types TEC class Description TEC priority
cpqScsi5PhyDrvStatusChange (5020) This event occurs when the status of a SCSI
physical drive changes.
CpqScsiPhyDrvStatus:ok IM_5020_2 Harmless
CpqScsiPhyDrvStatus:failed IM_5020_3 Fatal
CpgScsiPhyDrvStatus:notConfigured IM_5020_4 Warning
CpgScsiPhyDrvStatus:badCable IM_5020_5 Warning
CpgScsiPhyDrvStatus:missingWasOk IM_5020_6 Warning
CpgScsiPhyDrvStatus:missingWasFailed IM_5020_7 Critical
CpgScsiPhyDrvStatus:predictiveFailure IM_5020_8 Warning
CpqScsiPhyDrvStatus:missingWas IM_5020_9 Warning
PredictiveFailure
CpqgScsiPhyDrvStatus:offline IM_5020_10 Warning
CpgScsiPhyDrvStatus:missingwasOffline IM_5020_11 Warning
CpgScsiPhyDrvStatus:hardError IM_5020_12 Critical
cpgScsi3logDrvStatusChange (5021) This event occurs when the status of a SCSI
logical drive changes.
cpgScsilogDrvStatus:ok IM_5021_2 Harmless
cpgScsilogDrvStatus:failed IM_5021_3 Fatal
cpgScsilogDrvStatus:unconfigured IM_5021_4 Warning
cpqScsilogDrvStatus:recovering IM_5021_5 Warning
cpgScsilogDrvStatus: readyForRebuild IM_5021_6 Warning
cpgScsilogDrvStatus: rebuilding IM_5021_7 Warning
cpqScsilogDrvStatus: wrongDrive IM_5021_8 Warning
cpgScsilogDrvStatus: badConnect IM_5021_9 Critical
cpgScsilogDrvStatus: degraded IM_5021_10 Warning
cpgScsilogDrvStatus: disabled IM_5021_11 Critical
cpgSasPhyDrvStatusChange (5022) This event occurs when the status of a SAS or
SATA physical drive changes.
CpgSasPhyDrvStatus:ok IM_5022_2 Harmless
CpqSasPhyDrvStatus:predictiveFailure IM_5022_3 Warning
CpgSasPhyDrvStatus:offline IM_5022_4 Warning
CpgSasPhyDrvStatus:failed IM_5022_5 Fatal
CpgSasPhyDrvStatus:missingWasOk IM_5022_6 Warning
CpqSasPhyDrvStatus: missingWas IM_5022_7 Warning
PredictiveFailure
CpgSasPhyDrvStatus: missingWasOffline  IM_5022_8 Warning
CpgSasPhyDrvStatus:missingWasFailed IM_5022_9 Critical
cpgSaslogDrvStatusChange (5023) This event occurs when the status of a SAS or
SATA logical drive changes.
CpgSaslogDrvStatus:ok IM_5023_2 Harmless
CpgSaslogDrvStatus:degraded IM_5023_3 Warning
CpgSaslogDrvStatus:rebuilding IM_5023_4 Warning
CpgSaslogDrvStatus:failed IM_5023_5 Fatal

Appendix B: HP SNMP events 65



Server health features (CPQHLTH.MIB)

Table 9 Server health features (CPQHLTH.MIB)

Tivoli types TEC class Description TEC priority

cpgHe3CorrectableMemorylogDisabled (6016) This event occurs when the frequency of
correctable memory errors is so high that the
error tracking logic has been temporarily

disabled.
cpgHeCorrMemlogStatus:notSupported IM_6016_2 Warning
cpgHeCorrMemLlogStatus:disabled IM_6016_3 Critical
cpgHeCorrMemlogStatus:enabled IM_6016_4 Harmless
cpgHe3ThermalTempFailed (6017) IM_6017 This event occurs when the temperature status  Fatal

has been set to failed.

cpgHe3ThermalTempDegraded (6018) This event occurs when the server's temperature
is outside of the normal operating range.

cpgHeThermalDegradedAction:continue IM_6018_2 Critical
cpgHeThermalDegradedAction:shutdown IM_6018_3 Critical
cpqHe3ThermalTempOk (6019) IM_6019 This event occurs when the server's temperature  Harmless

has returned to the normal operating range.

cpgHe3ThermalSystemFanFailed (6020) This event occurs when a required system fan is
not operating normally.

cpgHeThermalDegradedAction:continue IM_6020_2 Critical
cpgHeThermalDegradedAction:shutdown IM_6020_3 Critical
cpgHe3ThermalSystemFanDegraded (6021) IM_6021 This event occurs when an optional system fan  Critical

is not operating normally.

cpgHe3ThermalSystemFanOk (6022) IM_6022 This event occurs when any of the previously Harmless
non-operational system fans have returned to
normal operation.

cpgHe3ThermalCpuFanFailed (6023) IM_6023 This event occurs when a processor fan is not  Fatal
operating normally.

cpgHe3Thermal CpuFanOk (6024) IM_6024 This event occurs when any of the previously Harmless
non-operational processor fans have returned
to normal operation.

cpgHe3AsrConfirmation (6025) IM_6025 This event occurs when the server has Warning
previously been shutdown by the Automatic
Server Recovery (ASR) feature and has just
become operational again.

cpgHe3ThermalConfirmation (6026) IM_6026 This event occurs when the server has Warning
previously been shutdown because a thermal
anomaly on the server and has just become
operational again.

cpgHe3PostError (6027) IM_6027 This event occurs when Power On Self-Test Warning
(POST) errors occurred during the server restart
process.

cpgHe3FliTolPwrSupplyDegraded (6028) IM_6028 This event occurs when the fault tolerant power  Critical
supply subsystem condition has been set to

degraded.

cpgHe3CorrMemReplaceMemModule (6029) IM_6029 This event occurs when a correctable memory ~ Warning
log entry indicates a memory module must be
replaced.
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Table 9 Server health features (CPQHLTH.MIB)

Tivoli types TEC class Description TEC priority
cpgHe3FliTolPowerRedundancylost (6032) IM_6032 This event occurs when the fault tolerant power  Critical
supplies have lost redundancy for the specified
chassis.
cpqHe3FliTolPowerSupplylnserted (6033) IM_6033 This event occurs when a fault tolerant power ~ Harmless

supply has been inserted into the specified
chassis and bay location.

cpgHe3FliTolPowerSupplyRemoved (6034) IM_6034  This event occurs when a fault tolerant power ~ Warning
supply has been removed from the specified
chassis and bay location.

cpgHe3FltTolFanDegraded (6035) IM_6035 This event occurs when the fault tolerant fan Critical
condition has been set to degraded for the
specified chassis and fan.

cpgHe3FliTolFanFailed (6036) IM_6036 This event occurs when the fault tolerant fan Critical
condition has been set to failed for the
specified chassis and fan.

cpgHe3FltTolFanRedundancylost (6037) IM_6037 This event occurs when the fault tolerant fans ~ Critical
have lost redundancy for the specified chassis.

cpgHe3FliTolFanlnserted (6038) IM_6038 This event occurs when a fault tolerant fan has  Harmless
been inserted into the specified chassis and fan
location.

cpgHe3FltTolFanRemoved (6039) IM_6039 This event occurs when a fault tolerant fan has ~ Critical
been removed from the specified chassis and
fan location.

cpgHe3TemperatureFailed (6040) IM_6040 This event occurs when the temperature status  Fatal
has been set to failed in the specified chassis
and location.

cpgHe3TemperatureDegraded (6041) This event occurs when the temperature status
has been set to degraded in the specified
chassis and location.

cpgHeThermalDegradedAction:continue IM_6041_2 Critical
cpgHeThermalDegradedAction:shutdown IM_6041_3 Critical
cpgHe3TemperatureOk (6042) IM_6042 This event occurs when the temperature status ~ Harmless
has been set to ok in the specified chassis and
location.
cpgHe3PowerConverterDegraded (6043) IM_6043 This event occurs when the DC-DC power Critical

converter condition has been set to degraded
for the specified chassis, slot and socket.

cpgqHe3PowerConverterFailed (6044) IM_6044 This event occurs when the DC-DC power Fatal
converter condition has been set to failed for
the specified chassis, slot and socket.

cpgHe3PowerConverterRedundancylost (6045)  IM_6045 This event occurs when the DC-DC power Critical
converters have lost redundancy for the
specified chassis.

cpgqHe3CacheAccelParityError (6046) IM_6046 This event occurs when a cache accelerator Critical
parity error indicates a cache module must be
replaced.

cpgHeResilientMemOnlineSpareEngaged (6047) IM_6047 This event occurs when the Advanced Memory  Critical
Protection subsystem has detected a memory
fault and online spare memory has been
activated.
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Table 9 Server health features (CPQHLTH.MIB)

Tivoli types TEC class Description TEC priority

cpgHe4FliTolPowerSupplyOk (6048) IM_6048 This event occurs when the fault tolerant power Harmless
supply condition has returned to the OK state
for the specified chassis and bay location.

cpgHe4FliTolPowerSupplyDegraded (6049) IM_6049 This event occurs when the fault tolerant power  Critical
supply condition has been set to degraded for
the specified chassis and bay location.

cpgHe4FliTolPowerSupplyFailed (6050) IM_6050 This event occurs when the fault tolerant power  Critical
supply condition has been set to failed for the
specified chassis and bay location.

cpgHeResilientMemMirroredMemoryEngaged IM_6051 This event occurs when the Advanced Memory  Critical
(6051) Protection subsystem has detected a memory
fault and Mirrored memory has been activated.

cpgHeResilientAdvancedECCMemoryEngaged  IM_6052 This event occurs when the Advanced Memory  Critical
(6052) Protection subsystem has detected a memory
fault and Advanced ECC has been activated.

cpgHeResilientMemXorMemoryEngaged (6053)  IM_6053 This event occurs when the Advanced Memory  Critical
Protection subsystem has detected a memory
fault and XOR engine memory has been
activated.

cpgHe3FliTolPowerRedundancyRestored (6054)  IM_6054 This event occurs when the fault tolerant power Harmless
Supplies have returned to a redundant state for
the specified chassis.

cpgHe3FltTolFanRedundancyRestored (6055) IM_6055 This event occurs when the fault tolerant fans ~ Harmless
have returned to a redundant state for the
specified chassis.

cpgHe4CorrMemReplaceMemModule (6056) IM_6056 This event occurs when the correctable memory  Critical
errors have been corrected, but the memory
module should be replaced.

cpgHeResMemBoardRemoved (6057) IM_6057 This event occurs when an Advanced Memory ~ Harmless
Protection subsystem board or cartridge has
been removed from the system.

cpgHeResMemBoardinserted (6058) IM_6058 This event occurs when an Advanced Memory ~ Harmless
Protection subsystem board or cartridge has
been inserted into the system.

cpgHeResMemBoardBusError (6059) IM_6059 This event occurs when an Advanced Memory  Fatal
Protection subsystem board or cartridge bus
error has been defected.

cpgHeEventOccurred (6060) IM_6060  This event occurs when an event has occurred.  Harmless
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Storage systems information (CPQSTSYS.MIB)

Table 10 Storage systems information (CPQSTSYS.MIB)

Tivoli types TEC class Description TEC priority
cpqSs3FanStatusChange (8008) This event occurs when the fan status of a
storage system changes.
CpgSsBoxFanStatus:ok IM_8008_2 Harmless
CpqSsBoxFanStatus:failed IM_8008_3 Critical
CpgSsBoxFanStatus:noFan IM_8008_4 Warning
CpqSsBoxFanStatus:degraded IM_8008_5 Critical
cpgSs3TempFailed (8009) IM_8009 This event occurs when the temperature Fatal
status has been set to failed.
cpgSs3TempDegraded (8010) IM_8010 This event occurs when the temperature Critical
status has been set fo degraded.
cpqSs3TempOk (8011) IM_8011 This event occurs when the temperature Harmless
status has been set to OK.
cpqSs3SidePanellnPlace (8012) IM_8012 This event occurs when the storage system  Harmless
side panel is in place.
cpgSs3SidePanelRemoved (8013) IM_8013 This event occurs when the storage system  Critical
side panel is removed.
cpgSs4PwrSupplyDegraded (8015) This event occurs when a storage system
power supply status has been set to
degraded.
CpqSsBoxFltTolPwrSupplyStatus:ok IM_8015_2 Harmless
CpgSsBoxFliTolPwrSupplyStatus:degraded IM_8015_3 Critical
CpqSsBoxFliTolPwrSupplyStatus:failed IM_8015_4 Fatal
CpqSsBoxFliTolPwrSupplyStatus:noFltTolPower  IM_8015_5 Warning
cpqSsExPowerSupplyUpsStatusChange (8018) This event occurs when the status of an

uninterruptible power supply (UPS)
attached to a storage system power supply

changes.
CpgSsPowerSupplyUpsStatus:noUps IM_8018_2 Warning
CpqSsPowerSupplyUpsStatus:ok IM_8018_3 Harmless
CpgSsPowerSupplyUpsStatus:powerFailed IM_8018_4 Critical
CpqSsPowerSupplyUpsStatus:batterylow IM_8018_5 Warning
cpgSsExTempSensorStatusChange (8019) This event occurs when the status of a
storage system temperature sensor
changes.
CpgSsTempSensorStatus:ok IM_8019_2 Harmless
CpgSsTempSensorStatus:degraded IM_8019_3 Critical
CpqSsTempSensorStatus:failed IM_8019_4 Fatal
cpqSsEx2FanStatusChange (8020) This event occurs when the fan module
status of a storage system changes.
CpgSsFanModuleStatus:notinstalled IM_8020_2 Critical
CpgSsFanModuleStatus:ok IM_8020_3 Harmless
CpgSsFanModuleStatus:degraded IM_8020_4 Critical
CpgSsFanModuleStatus:failed IM_8020_5 Fatal

Appendix B: HP SNMP events 69



Table 10 Storage systems information (CPQSTSYS.MIB)

Tivoli types TEC class Description TEC priority
cpgSsEx2PowerSupplyStatusChange (8021) This event occurs when the power supply
status of a storage system changes.
CpqSsPowerSupplyStatus:notinstalled IM_8021_2 Critical
CpqSsPowerSupplyStatus:ok IM_8021_3 Harmless
CpqgSsPowerSupplyStatus:failed IM_8021_4 Fatal
CpgSsPowerSupplyStatus:degraded IM_8021_5 Warning
cpgSsExBackplaneFanStatusChange (8022) This event occurs when the fan status of a
sforage system changes.
CpqSsBackplaneFanStatus:notinstalled IM_8022_2 Warning
CpgSsBackplaneFanStatus:ok IM_8022_3 Harmless
CpgSsBackplaneFanStatus:degraded IM_8022_4 Critical
CpqgSsBackplaneFanStatus:failed IM_8022_5 Fatal
CpqSsBackplaneFanStatus:notSupported IM_8022_6 Harmless
cpgSsExBackplaneTempStatusChange (8023) This event occurs when the status of the
temperature in a sforage system changes.
CpqSsBackplaneTempStatus:noTemp IM_8023_2 Warning
CpqSsBackplaneTempStatus:ok IM_8023_3 Harmless
CpgSsBackplaneTempStatus:degraded IM_8023_4 Critical
CpqSsBackplaneTempStatus:failed IM_8023_5 Fatal
CpqgSsBackplaneTempStatus:notSupported IM_8023_6 Harmless
cpqSsExBackplanePowerSupplyStatusChange This event occurs when the power supply
(8024) status of a storage system changes.
CpgSsBackplaneFtpsStatus:noFliToPower IM_8024_2 Warning
CpqgSsBackplaneFtpsStatus:ok IM_8024_3 Harmless
CpgSsBackplaneFtpsStatus:degraded IM_8024_4 Critical
CpqgSsBackplaneFtpsStatus:failed IM_8024_5 Fatal
CpgSsBackplaneFtpsStatus:notSupported IM_8024_6 Harmless
cpgSsExRecoveryServerStatusChange (8025) This event occurs when the recovery server
option status of a storage system changes.
CpqSsChassisRsoStatus:notSupported IM_8025_2 Warning
CpgSsChassisRsoStatus:notConfigured IM_8025_3 Warning
CpqSsChassisRsoStatus:disabled IM_8025_4 Critical
CpqSsChassisRsoStatus:daemonDownDisabled IM_8025_5 Critical
CpqSsChassisRsoStatus:ok IM_8025_6 Harmless
CpgSsChassisRsoStatus:daemonDownActive  IM_8025_7 Warning
CpqSsChassisRsoStatus:noSecondary IM_8025_8 Warning
CpqSsChassisRsoStatus:daemon IM_8025_9 Critical
DownNoSecondary
CpgSsChassisRsoStatus:linkDown IM_8025_10 Warning
CpqSsChassisRsoStatus:daemonDown IM_8025_11 Warning
LinkDown
CpqSsChassisRsoStatus:secondary IM_8025_12 Warning

RunningAuto
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Tivoli types TEC class Description TEC priority
CpgSsChassisRsoStatus:secondary IM_8025_13 Critical
RunningUser
CpqSsChassisRsoStatus:evTimeoutError IM_8025_14 Critical

cpgSs5FanStatusChange (8026) This event occurs when the fan status of a

storage system changes.
CpgSsBoxFanStatus:ok IM_8026_2 Harmless
CpqSsBoxFanStatus:failed IM_8026_3 Critical
CpgSsBoxFanStatus:noFan IM_8026_4 Warning
CpqSsBoxFanStatus:degraded IM_8026_5 Critical
cpgSs5TempStatusChange (8027) This event occurs when the temperature
status of a storage system changes.
cpqSsBoxTempStatus:ok IM_8027_2 Harmless
cpgSsBoxTempStatus:degraded IM_8027_3 Critical
cpgSsBoxTempStatus:failed IM_8027_4 Fatal
cpgSsBoxTempStatus:noTemp IM_8027_5 Warning
cpgSs5PwrSupplyStatusChange (8028) This event occurs when the power supply
status of a storage system changes.
CpqSsBoxFlTolPwrSupplyStatus:ok IM_8028_2 Harmless
CpqgSsBoxFliTolPwrSupplyStatus:degraded IM_8028_3 Critical
CpqSsBoxFliTolPwrSupplyStatus:failed IM_8028_4 Fatal
CpqSsBoxFliTolPwrSupplyStatus:noFltTolPower  IM_8028_5 Warning
cpqSséFanStatusChange (8029) This event occurs when the fan status of a
storage system changes.
CpqSsBoxFanStatus:ok IM_8029_2 Harmless
CpgSsBoxFanStatus:failed IM_8029_3 Critical
CpqgSsBoxFanStatus:noFan IM_8029_4 Warning
CpgSsBoxFanStatus:degraded IM_8029_5 Critical
cpgSs6TempStatusChange (8030) This event occurs when the temperature
status of a storage system changes.
cpgSsBoxTempStatus:ok IM_8030_2 Harmless
cpgSsBoxTempStatus:degraded IM_8030_3 Critical
cpgSsBoxTempStatus:failed IM_8030_4 Fatal
cpqSsBoxTempStatus:noTemp IM_8030_5 Warning
cpgSs6PwrSupplyStatusChange (803 1) This event occurs when the power supply
status of a storage system changes.
CpqgSsBoxFliTolPwrSupplyStatus:ok IM_8031_2 Harmless
CpgSsBoxFliTolPwrSupplyStatus:degraded IM_8031_3 Critical
CpqSsBoxFliTolPwrSupplyStatus:failed IM_8031_4 Fatal
CpqSsBoxFliTolPwrSupplyStatus:noFltTolPower  IM_8031_5 Warning
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Remote Insight board information (CPQSM2.MIB)

Table 11 Remote Insight board information (CPQSM2.MIB)

Tivoli types TEC class Description TEC priority

cpgSm2ServerReset (9001) IM_%001 This event occurs when the Remote Insight/ Warning
Integrated Lights-Out firmware has detected a
server reset.

cpgSm2ServerPowerOutage (9002) IM_9002 This event occurs when the Remote Insight/ Fatal
Integrated Lights-Out firmware has detected
server power failure.

cpgSm2UnauthorizedloginAttempts (?003) IM_9003 This event occurs when the Remote Insight/ Warning
Integrated Lights-Out firmware has detected
unauthorized login attempts.

cpqSm2BatteryFailed (9004) IM_9004 This event occurs when the Remote Insight Critical
battery has failed and must be replaced.
cpgSm2SelfTestError (9005) IM_9005 This event occurs when the Remote Insight/ Critical

Integrated Lights-Out firmware has detected a
Remote Insight self test error.

cpqSm2InterfaceError (9006) IM_9006 This event occurs when the host OS has Critical
detected an error in the Remote Insight/
Integrated Lights-Out interface and the
firmware is not responding.

cpgSm2BatteryDisconnected (9007) IM_9007 This event occurs when the Remote Insight Critical
battery cable has been disconnected.
cpqSm2KeyboardCableDisconnected (9008) IM_9008 This event occurs when the Remote Insight Critical
keyboard cable has been disconnected.
cpgSm2MouseCableDisconnected (9009) IM_9009  This event occurs when the Remote Insight Critical
mouse cable has been disconnected.
cpqSm2ExternalPowerCableDisconnected IM_9010 This event occurs when the Remote Insight Critical
(9010) external power cable has been disconnected.
cpgSm2LlogsFull (?011) IM_9011 This event occurs when the Remote Insight/ Warning
Integrated Lights-Out firmware has detected the
logs are full.
cpgSm2SecurityOverrideEngaged (9012) IM_9012  This event occurs when the Remote Insight/ Warning

Integrated Lights-Out firmware has detected the
security override jumper has been toggled to
the engaged position.

cpgSm2SecurityOverrideDisengaged (9013) IM_9013 This event occurs when the Remote Insight/ Warning
Integrated Lights-Out firmware has detected the
security override jumper has been toggled to
the disengaged position.

Threshold management (CPQTHRSH.MIB)

Table 12 Threshold management (CPQTHRSH.MIB)

Tivoli types TEC class Description TEC priority

cpgMeRisingAlarmExtended (10005) IM_10005  This event occurs when an alarm entry has Fatal
crossed fits rising threshold.

cpgMeFallingAlarmExtended (10006) IM_10006  This event occurs when an alarm entry has Fatal
crossed its falling threshold.

cpgMeCiriticalRisingAlarmExtended (10007) IM_10007  This event occurs when an alarm entry has Fatal
crossed its Critical rising threshold.
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Table 12 Threshold management (CPQTHRSH.MIB)

Tivoli types TEC class Description TEC priority

cpgMeCiriticalFallingAlarmExtended (10008) IM_10008  This event occurs when an alarm entry has Fatal
crossed its Critical falling threshold.

Host system information (CPQHOST.MIB)

Table 13 Host system information (CPQHOST.MIB)

Tivoli types TEC class Description TEC priority
cpgHo2GenericTrap (11003) IM_11003  This is a generic trap. Critical
cpgqHo2AppErrorTrap (11004) IM_11004  This event occurs when an application has Critical

generated an exception.

cpgHoProcessEventTrap (11011) IM_11011  This event occurs when a monitored process Critical
has either started or stopped running.

cpgHoCriticalSoftwareUpdateTrap (11014) IM_11014  This event occurs when the user has to be Critical
notified of a critical software update.

Uninterruptible power supply (CPQUPS.MIB)

Table 14 Uninterruptible power supply (CPQUPS.MIB)

Tivoli types TEC class Description TEC priority

cpgqUps2LineFailed (12006) IM_12006  This event occurs when the UPS reports that the  Critical
AC line power has failed.

cpqUps2LineOk (12007) IM_12007  This event occurs when the UPS reports that the Harmless
AC line power has returned.

cpqUps2Shutdown (12008) IM_12008  This event occurs when the UPS software is Critical
initiating a graceful server shutdown.

cpqUps2Confirmation (12009) IM_12009  This event occurs when this server has Harmless
previously been shutdown because a power
anomaly and has just become operational

again.

cpqUps2Batterylow (12010) IM_12010  This event occurs when the UPS battery is low  Critical
and the server will soon lose power.

cpqUpsOverload (12011) IM_12011  This event occurs when the UPS has entered an  Critical
overload condition.

cpqUpsPendingBatteryFailure (12012) IM_12012  This event occurs when the UPS battery is Critical
about to fail.

cpgqUpsGenericCritical (12013) IM_12013  This is a generic UPS critical alarm. Critical

cpqUpsGenericlnfo (12014) IM_12014  This is a generic UPS informational alarm. Harmless

Recovery server information (CPQRECOV.MIB)

Table 15 Recovery server information (CPQRECOV.MIB)

Tivoli types TEC class Description TEC priority

cpaRsPartnerFailed (13001) IM_13001  This event occurs when the partner server of the Fatal
Recovery server has failed.

cpqRsStandbyCableFailure (13002) IM_13002  This event occurs when the local serial Fatal
interconnect is not connected or has failed.
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Table 15 Recovery server information (CPQRECOV.MIB)

Tivoli types TEC class Description TEC priority
cpgRsStandbyFailure (13003) IM_13003  This event occurs when the standby server has  Fatal

failed or the standby serial interconnect is not

connected.
cpqRsOnlineCableFailure (13004) IM_13004  This event occurs when the On-line Recovery  Critical

Server serial interconnect has failed.

cpgRsFailoverFailed (13005) IM_13005  This event occurs when an attempt to take on  Fatal
the operations of the partner server was
attempted and failed.

Manageable IDE drives (CPQIDE.MIB)

Table 16 Manageable IDE drives (CPQIDE.MIB)

Tivoli types TEC class Description TEC priority

cpgldeDriveDegraded (14001) IM_14001 This event occurs when the IDE drive status has ~ Critical
been set to degraded.

cpqldeDriveOk (14002) IM_14002  This event occurs when the IDE drive status has  Harmless
been set to ok.

cpqgldeDriveUltraAtaDegraded (14003) IM_14003 This event occurs when an IDE drive detects an  Critical
excessive number of Ultra ATA data
transmission errors between the hard drive and
the processor.

cpgldeAtaDiskStatusChange (14004) This event occurs when the status of an ATA
disk drive changes.
CpgldeAtaDiskStatus:ok IM_14004_2 Harmless
CpgldeAtaDiskStatus:smartError IM_14004_3 Critical
CpgldeAtaDiskStatus:failed IM_14004_4 Fatal
cpgldelogicalDriveStatusChange (14005) This event occurs when the status of an IDE
logical drive changes.
CpgldelogicalDriveStatus:ok IM_14005_2 Harmless
CpgldelogicalDriveStatus:degraded IM_14005_3 Critical
CpgldelogicalDriveStatus:rebuilding IM_14005_4 Warning
CpgldelogicalDriveStatus:failed IM_14005_5 Fatal

Cluster systems information (CPQCLUS.MIB)

Table 17 Cluster systems information (CPQCLUS.MIB)

Tivoli types TEC class Description TEC priority

cpqClusterNodeDegraded (15003) IM_15003  This event occurs when the condition of a node Critical
in the cluster becomes degraded.

cpqClusterNodeFailed (15004) IM_15004  This event occurs when the condition of a node Fatal
in the cluster becomes failed.

cpqClusterResourceDegraded (15005) IM_15005  This event occurs when the condition of a Critical
cluster resource becomes degraded.

cpqClusterResourceFailed (15006) IM_15006  This event occurs when the condition of a Fatal
cluster resource becomes failed.
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Table 17 Cluster systems information (CPQCLUS.MIB)

Tivoli types TEC class Description TEC priority
cpqClusterNetworkDegraded (15007) IM_15007  This event occurs when the condition of a Critical
cluster network becomes degraded.
cpqClusterNetworkFailed (15008) IM_15008 This event occurs when the condition of a Fatal
cluster network becomes failed.
Fibre Channel Array information (CPQFCA.MIB)
Table 18 Fibre Channel Array information (CPQFCA.MIB)
Tivoli types TEC class Description TEC priority
cpgFcalogDrvStatusChange(16001) This event occurs when the status of an
external array logical drive changes.
CpgFcalogDrvStatus:ok IM_16001_02 Harmless
CpgFcalogDrvStatus:failed IM_16001_03 Fatal
CpgFcalogDrvStatus:unconfigured IM_16001_04 Warning
CpgFcalogDrvStatus:recovering IM_16001_05 Warning
CpgFcalogDrvStatus:readyForRebuild IM_16001_06 Warning
CpgFcalogDrvStatus:rebuilding IM_16001_07 Warning
CpgFcalogDrvStatus:wrongDrive IM_16001_08 Critical
CpgFcalogDrvStatus:badConnect IM_16001_09 Critical
CpqgFcalogDrvStatus:overheating IM_16001_10 Critical
CpgFcalogDrvStatus:shutdown IM_16001_11 Critical
CpgFcalogDrvStatus:expanding IM_16001_12 Warning
CpgFcalogDrvStatus:notAvailable IM_16001_13 Warning
CpgFcalogDrvStatus:queuedForExpansion  IM_16001_14 Warning
CpgFcalogDrvStatus:hardError IM_16001_15 Critical
cpgFcaSpareStatusChange (16002) This event occurs when the status of an
external array spare drive changes.
CpgFcaSpareStatusChange:inactive IM_16002_02 Harmless
CpgFcaSpareStatusChange:failed IM_16002_03 Fatal
CpgFcaSpareStatusChange:building IM_16002_04 Warning
CpgFcaSpareStatusChange:active IM_16002_05 Harmless
cpgFcTapeCnilrStatusChange (16008) This event occurs when the status of a Fiber
Channel tape controller changes.
CpgFcTapeCntlrStatus:ok IM_16008_02 Harmless
CpgFcTapeCntlrStatus:offline IM_16008_03 Critical
cpgFcaCntlrActive (16014) IM_16014 This event occurs when the backup array Harmless
controller in a duplexed pair has switched
over to the active role.
cpgFca2PhyDrvStatusChange (16016) This event occurs when the status of a
physical drive changes.
CpgFcaPhyDrvStatus:unconfigured IM_16016_2 Warning
CpgFcaPhyDrvStatus:ok IM_16016_3 Harmless
CpgFcaPhyDrvStatus:threshExceeded IM_16016_4 Critical
CpgFcaPhyDrvStatus:predictiveFailure IM_16016_5 Critical
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Table 18 Fibre Channel Array information (CPQFCA.MIB)

Tivoli types TEC class Description TEC priority
CpgFcaPhyDrvStatus:failed IM_16016_6 Fatal
cpgFca2AccelStatusChange (16017) This event occurs when the status of an array
accelerator cache board changes.
CpgFcaAccelStatus:invalid IM_16017_2 Warning
CpgFcaAccelStatus:enable IM_16017_3 Harmless
CpgFcaAccelStatus:tmpDisabled IM_16017_4 Warning
CpgFcaAccelStatus:permDisabled IM_16017_5 Critical
cpqFca?AccelBadDataTrap (16018) IM_16018 This event occurs when an array accelerator  Critical
cache board has lost battery power.
cpgFca2AccelBatteryFailed (16019) IM_16019 This event occurs when a battery associated  Critical
with the array accelerator cache board has
failed.
cpgFca2CntlrStatusChange (16020) This event occurs when the status of an
external array controller changes.
CpgFcaCntlrStatus:ok IM_16020_2 Harmless
CpgFcaCntlrStatus:failed IM_16020_3 Fatal
CpgFcaCntlrStatus:offline IM_16020_4 Critical
CpgFcaCntlrStatus:redundantPathOffline  IM_16020_5 Warning
cpgFca2HostCntlrStatusChange (16021) This event occurs when the status of a Fibre
Channel host controller changes.
CpgFcaHostCntlrStatus:ok IM_16021_2 Harmless
CpgFcaHostCntlrStatus:failed IM_16021_3 Fatal
CpgFcaHostCntlrStatus:shutdown IM_16021_4 Warning
CpgFcaHostCntlrStatus:loopDegraded IM_16021_5 Critical
CpgFcaHostCntlrStatus:loopFailed IM_16021_6 Fatal
cpgExtArraylogDrvStatusChange (16022) This event occurs when the status of an
external array logical drive changes.
CpgFcalogDrvStatus:ok IM_16022_2 Harmless
CpgFcalogDrvStatus:failed IM_16022_3 Fatal
CpgFcalogDrvStatus:unconfigured IM_16022_4 Warning
CpgFcalogDrvStatus:recovering IM_16022_5 Warning
CpgFcalogDrvStatus:readyForRebuild IM_16022_6 Warning
CpgFcalogDrvStatus:rebuilding IM_16022_7 Warning
CpgFcalogDrvStatus:wrongDrive IM_16022_8 Critical
CpqgFcalogDrvStatus:badConnect IM_16022_9 Critical
CpgFcalogDrvStatus:overheating IM_16022_10 Critical
CpgFcalogDrvStatus:shutdown IM_16022_11 Critical
CpgFcalogDrvStatus:expanding IM_16022_12 Warning
CpgFcalogDrvStatus:notAvailable IM_16022_13 Warning
CpgFcalogDrvStatus:quevedForExpansion  IM_16022_14 Warning
CpgFcalogDrvStatus:hardError IM_16022_15 Critical
cpgExiTapeDriveStatusChange (16023) This event occurs when the status of an
external tape drive changes.
CpgFcTapeDriveStatus:ok IM_16023_2 Harmless

Appendix B: HP SNMP events

76



Table 18 Fibre Channel Array information (CPQFCA.MIB)

Tivoli types TEC class Description TEC priority
CpgFcTapeDriveStatus:degraded IM_16023_3 Critical
CpgFcTapeDriveStatus:failed IM_16023_4 Fatal
CpgFcTapeDriveStatus:offline IM_16023_5 Warning
CpqFcTapeDriveStatus: missingWasOk IM_16023_6 Harmless
CpgFcTapeDriveStatus:missingWasOffline  IM_16023_7 Critical

cpgExiTapeDriveCleaningRequired (16024) IM_16024 This event occurs when a tape drive must Warning

have a cleaning tape inserted and run.
cpqExtTapeDriveCleanTapeReplace (16025) IM_16025 This event occurs when an autoloader tape ~ Warning
unit has a cleaning tape that has been fully
used and therefore must be replaced with a
new cleaning tape.
cpgExiTapelibraryStatusChange (16026) This event occurs when the status of an
external tape library changes.
CpgFcTapelibraryStatus:ok IM_16026_2 Harmless
CpgFcTapelibraryStatus:degraded IM_16026_3 Critical
CpgFcTapelibraryStatus:failed IM_16026_4 Fatal
CpgFcTapelibraryStatus:offline IM_16026_5 Warning
cpqExtTapelibraryDoorStatusChange (16027) This event occurs when the door status of an
external tape library changes.
cpgFcTapelibraryDoorStatus:notSupported  IM_16027_2 Warning
cpqFcTapelibraryDoorStatus:closed IM_16027_3 Harmless
cpgFcTapelibraryDoorStatus:open IM_16027_4 Harmless
cpgFca3HostCntlrStatusChange (16028) This event occurs when the status of a Fibre
Channel host controller changes.
CpgFcaHostCntlrStatus:ok IM_16028_2 Harmless
CpgFcaHostCntlrStatus:failed IM_16028_3 Fatal
CpgFcaHostCntlrStatus:shutdown IM_16028_4 Warning
CpgFcaHostCntlrStatus:loopDegraded IM_16028_5 Critical
CpgFcaHostCntlrStatus:loopFailed IM_16028_6 Fatal
Network Interface Card information (CPQNIC.MIB)
Table 19 Network Interface Card information (CPQNIC.MIB)
Tivoli types TEC class Description TEC priority
cpgNic2ConnectivityRestored (18005) IM_18005  This event occurs when the physical adapter in  Harmless
a single adapter configuration returns to the
OK condition or at least one physical adapter
in a logical adapter group returns to the OK
condition.
cpgNic2Connectivitylost (18006) IM_18006  This event occurs when the adapter in a single  Fatal
adapter configuration fails or when the last
adapter in a redundant configuration fails.
cpgNic2Redundancylncreased (18007) IM_18007  This event occurs when a previously failed Harmless

physical adapter in a connected logical
adapter group returns to the OK condition.
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Table 19 Network Interface Card information (CPQNIC.MIB)

Tivoli types TEC class Description TEC priority

cpgNic2RedundancyReduced (18008) IM_18008  This event occurs when a physical adapter in a  Critical
logical adapter group changes to the Failed
condition, but at least one physical adapter
remains in the OK condition.

cpgNicViruslikeActivityDetected (18009) IM_18009  This event occurs when the Virus Throttle Filter  Critical
Driver detects virus-like activity.

cpgNicViruslikeActivityStopped (18010) IM_18010  This event occurs when the Virus Throttle Filter ~ Harmless
Driver no longer defects virus-like activity.

Operating system management (CPQWINOS.MIB)

Table 20 Operating system management (CPQWINOS.MIB)

Tivoli types TEC class Description TEC priority

cpgOsCpuTimeDegraded (19001) IM_19001  This event occurs when the Processor Time Critical
performance property is set fo degraded.

cpqOsCpuTimeFailed (19002) IM_19002  This event occurs when the Processor Time Critical
performance property is set to critical.

cpqOsCacheCopyReadHitsDegraded (19003)  IM_19003  This event occurs when the Cache Critical
CopyReadHits performance property is set to
degraded.

cpqOsCacheCopyReadHitsFailed (19004) IM_19004  This event occurs when the Cache Critical
CopyReadHits performance property is set to
critical.

cpgOsPageFileUsageDegraded (19005) IM_19005  This event occurs when the PagingFile Usage  Critical
performance property is set fo degraded.

cpgOsPagefFileUsageFailed (19006) IM_19006  This event occurs when the PagingFile Usage  Critical
performance property is set to critical.

cpqOslogicalDiskBusyTimeDegraded (19007)  IM_19007  This event occurs when the LogicalDisk Critical
BusyTime performance property is set to

degraded.

cpgOslogicalDiskBusyTimeFailed (19008) IM_19008  This event occurs when the LogicalDisk Critical
BusyTime performance property is set to
critical.

Rack and power management (CPQRPM.MIB)

Table 21 Rack and power management (CPQRPM.MIB)

Tivoli types TEC class Description TEC priority
cpqRPMTrapDeviceConnected (1) IM_RPM_1  This event occurs when Device is connected. Harmless
cpgRPMTrapConnectionlost (2) IM_RPM_2  This event occurs when Connection is Lost. Fatal
cpgRPMTraplookupFailed (3) IM_RPM_3  This event occurs when CRPM failed to find an  Fatal

IP address for the device hostname.
cpqRPMTrapConnectionFailed (4) IM_RPM_4  This event occurs when CRPM failed to connect Fatal

to a drive.
cpaRPMTrapDeviceSettingsChanged (5) IM_RPM_5  This event occurs when Device settings have Warning

been changed by a user.
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Table 21 Rack and power management (CPQRPM.MIB)

Tivoli types TEC class Description TEC priority
cpgRPMTrapUPSInputVoliageBelowMin (20001) IM_20001  This event occurs when a UPS device is Critical
reporting input voltage below minimum
threshold.
cpgRPMTrapUPSInputVoliageAboveMax IM_20002  This event occurs when a UPS device is Critical
(20002) reporting input voltage above maximum
threshold.
cpgRPMTrapUPSInputVoltageNormal (20003)  IM_20003  This event occurs when a UPS device is Harmless
reporting input voltage is normal.
cpgRPMTrapUPSOutputVoltageBelowMin IM_20011  This event occurs when a UPS device is Warning
(20011) reporting output voltage is below minimum
threshold.
cpgRPMTrapUPSOutputVoltageAboveMax IM_20012  This event occurs when a UPS device is Warning
(20012) reporting output voltage above maximum
threshold.
cpaRPMTrapUPSOutputOverload (20014) IM_20014  This event occurs when a UPS device is Critical
reporting an overload condition.
cpgRPMTrapUPSOutputOverloadCleared IM_20015  This event occurs when a UPS device is Harmless
(20015) reporting an overload condition has been
cleared.
cpqRPMTrapUPSBatteryDepleted (20022) IM_20022  This event occurs when a UPS device is a Critical
depleted battery.
cpgRPMTrapUPSBatterylevelNormal (20023) IM_20023  This event occurs when a UPS device is Harmless
reporting battery level is normal.
cpqRPMTrapUPSOnBypass (20032) IM_20032  This event occurs when a UPS device is being  Warning
bypassed.
cpaRPMTrapUPSTemperaturelow (20101) IM_20101  This event occurs when a UPS device is Critical
reporting temperature below minimum
threshold.
cpgRPMTrapUPSTemperatureHigh (20102) IM_20102  This event occurs when a UPS device is Critical
reporting temperature above maximum
threshold.
cpgRPMTrapUPSTemperatureNormal (20103)  IM_20103  This event occurs when a UPS device is Harmless
reporting temperature is normal.
cpgRPMTrapUPSInternalFailure (20111) IM_20111  This event occurs when a UPS device is Fatal
reporting a general UPS failure.
cpgRPMTrapUPSInternalFailureCleared (20112)  IM_20112  This event occurs when a UPS device is Harmless
reporting a general UPS failure has been
cleared.
cpgRPMTrapUPSBatteryFailure (20121) IM_20121  This event occurs when a UPS device is Fatal
reporting a battery failure.
cpgRPMTrapUPSBatteryFailureCleared (20122)  IM_20122  This event occurs when a UPS device is Harmless
reporting a battery failure has been cleared.
cpgRPMTrapUPSDiagnosticTestFailed (20131)  IM_20131  This event occurs when a UPS device is Critical
reporting a diagnostic test failed.
cpqRPMTrapUPSDiagnosticTestSucceeded IM_20132  This event occurs when a UPS device is Harmless
(20132) reporting a diagnostic test succeeded.
cpaRPMTrapUPSInputUnderOverFreq (20141)  IM_20141  This event occurs when measured input Harmless

frequency is outside of either the upper or
lower frequency limit specification for normal
operation.
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Table 21 Rack and power management (CPQRPM.MIB)

Tivoli types TEC class Description TEC priority
cpgRPMTrapUPSInputUnderOverFreqCleared IM_20142  This event occurs when a UPS device is Harmless
(20142) reporting measured input frequency is normal.
cppqRPMirapUPSStartedOnBattery (20151) IM_20151  This event occurs when a UPS device has been Harmless

started while on battery power. AC input
power is not present.

cppqRPMirapUPSStartedOnBatteryCleared IM_20152  This event occurs when a UPS device is Harmless
(20152) reporting utility power has been restored.
cpqRPMTrapUPSBypassNotAvailable (20161)  IM_20161  This event occurs when a UPS device is Warning
reporting bypass not available.
cpqRPMTrapUPSBypassNotAvailableCleared IM_20162  This event occurs when a UPS device is Harmless
(20162) reporting bypass not available has been
cleared.
cpgRPMTrapUPSUtilityFail (20171) IM_20171  This event occurs when the utility input power is Critical
not within predetermined limits.
cpgRPMTrapUPSUtilityFailCleared (20172) IM_20172  This event occurs when the utility input power is Harmless
within predetermined limits.
cpqRPMTrapUPSUtilityNotPresent (20181) IM_20181  This event occurs when the utility input is not Harmless
present. The detected voltage is zero in this
case.
cpqRPMTrapUPSUtilityNotPresentCleared IM_20182  This event occurs when the utility input is Harmless
(20182) present.
cpqRPMTrapUPSBypassManualTurnedOn IM_20191  This event occurs when the bypass has been Warning
(20191) given a manual furn on command.
cpqRPMTrapUPSBypassManualTurnedOff IM_20192  This event occurs when the bypass has been Harmless
(20192) given a manual turn off command.
cpgRPMTrapUPSSiteWiringFault (20201) IM_20201  This event occurs when a UPS device is Critical

reporting a fault in input wiring, other than
Phase Rotation.

cpgRPMTrapUPSSiteWiringNormal (20202) IM_20202  This event occurs when a UPS device is Harmless
reporting a site wiring fault has been cleared.
cpgRPMirapUPSTemperatureOutOfRange IM_21007  This event occurs when a UPS device is Fatal
(21007) reporting temperature is out of range.
cpgRPMirapUPSTemperatureOutOfRangeCleare  IM_21008  This event occurs when a UPS device is Harmless
d (21008) reporting temperature is normal.
cpqRPMTrapUPSShutdownPending (21011) IM_21011  This event occurs when a UPS device is Critical
reporting a shutdown pending condition.
cpgRPMTrapUPSShutdownPendingCleared IM_21012  This event occurs when a UPS device is Harmless
(21012) reporting a shutdown pending condition has
been cleared.
cpqRPMTrapUPSShutdownImminent (21013) IM_21013  This event occurs when a UPS device is Fatal
reporting a shutdown imminent condition.
cpqRPMTrapUPSShutdownImminentCleared IM_21014  This event occurs when a UPS device is Harmless
(21014) reporting a shutdown imminent condition has

been cleared.

cpgRPMtrapUPSOutputoutofRange (21019) IM_21019  This event occurs when a UPS device is Fatal
reporting output voltage is out of range.

cpgRPMTrapUPSOutputVoltageNormal (21020) IM_21020  This event occurs when a UPS device is Harmless
reporting output voltage is normal.

cpgRPMtrapUPSInputOutofRange (21021) IM_21021  This event occurs when a UPS device is Critical

reporting input voltage is out of range.
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Tivoli types TEC class Description TEC priority
cpgRPMirapUPSInputOutofRangeCleared IM_21022  This event occurs when a UPS device is Harmless
(21022) reporting input voltage is normal.
cpaRPMTrapUPSLossOfRedundancy (21023) IM_21023  This event occurs when a UPS device is Critical
reporting a loss of redundancy.
cpgRPMTrapUPSLossOfRedundancyCleared IM_21024  This event occurs when a UPS device is Harmless
(21024) reporting a loss of redundancy cleared or
configuration has changed from N+1 to
Capacity.
cpqRPMTrapUPSOnBuck (21029) IM_21029  This event occurs when a UPS device is Warning
reporting an On Buck condition.
cpaRPMTrapUPSOnBoost (2103 1) IM_21031  This event occurs when a UPS device is Warning
reporting an On Boost condition.
cpqRPMTrapUPSManualloadDumped (21033)  IM_21033  This event occurs when the UPS has been Critical
powered off with user interaction.
cpaRPMTrapUPSManualloadDumpedCleared IM_21034  This event occurs when a UPS device is Harmless
(21034) reporting UPS output has been restored.
cpqRPMTrapUPSFanFailure (21035) IM_21035  This event occurs when a UPS device is Fatal
reporting a fan failure has occurred.
cpgRPMTrapUPSFanFailureCleared (21036) IM_21036  This event occurs when a UPS device is Harmless
reporting a fan failure has been cleared.
cpgRPMTrapUPSEPOlnitiated (21037) IM_21037  This event occurs when a UPS device is Fatal

reporting an Emergency Power Off (EPO)
command has been received to shutdown the
UPS immediately with out delay. This command
may come from a local control panel or from a
remote source.

cpgRPMTrapUPSCheckBreaker (21041) IM_21041  This event occurs when a UPS device is Critical
reporting an output Breaker or Relay has failed
or may be stuck open or closed with this alarm.

cpaRPMTrapUPSCheckBreakerCleared (21042) IM_21042  This event occurs when a UPS device is Harmless
reporting all Breakers are functioning normally.

cpgRPMTrapUPSCabinetDoorOpen (21045) IM_21045  This event occurs when a UPS device is Fatal
reporting a cover panel has been removed
while utility power is present.

cpqRPMTrapUPSCabinetDoorOpenCleared IM_21046  This event occurs when a UPS device is Harmless
(21046) reporting a cover panel has been replaced.
cpaRPMtrapUPSBypassOnAuto (21047) IM_21047  This event occurs when a UPS device is Critical
operating in auto bypass mode.
cpqRPMirapUPSBypassOnAutoCleared (21048) IM_21048  This event occurs when a UPS device is Harmless
reporting it is no longer on auto bypass.
cpgRPMTrapUPSBatteriesDisconnected (21053)  IM_21053  This event occurs when a UPS device is Critical
reporting batteries are not connected to the
UPS.
cpqRPMTrapUPSBatteriesDisconnectedCleared ~ IM_21054  This event occurs when a UPS device is Harmless
(21054) reporting all UPS batteries have been
reconnected.
cpgRPMTrapUPSBatterylow (21055) IM_21055  This event occurs when a UPS device is Fatal
reporting low battery.
cpgRPMTrapUPSBatterylowCleared (21056) IM_21056  This event occurs when a UPS device is Harmless

reporting low battery has been cleared.
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Tivoli types TEC class Description TEC priority
cpgRPMTrapUPSBatteryDischarged (21057) IM_21057  This event occurs when a UPS device is Critical
reporting batteries are completely discharged.
cpgRPMTrapUPSBatteryDischargedCleared IM_21058  This event occurs when a UPS device is Harmless
(21058) reporting all UPS batteries have been charged.
cpgRPMirapUPSBypassONManual (21059) IM_21059  This event occurs when a UPS device is Critical
operating in manual bypass mode.
cpqRPMtrapUPSBypassOffManual (21060) IM_21060  This event occurs when a UPS device is Harmless
reporting it is no longer in manual bypass
mode.
cpqRPMTrapUPSOnBattery (21063) IM_21063  This event occurs when a UPS device is Critical
reporting on battery condition.
cpqRPMTrapUPSOnUtilityPower (21064) IM_21064  This event occurs when a UPS device is Harmless
reporting on utility power condition.
cpqRPMTrapUPSDCStartOccurred (29998) IM_29998  This event occurs when the UPS has been Harmless
started on battery when AC input power is not
present.
cpqRPMTrapUPSDCStartOccurredCleared IM_29999  This event occurs when the UPS has been Harmless
(29999) started on utility while AC input power is
present.
cpaPMTrapCritical (1) IM_PM_1 This event occurs when a critical alarm has Fatal
occurred.
cpgPMTrapWarning (2) IM_PM_2  This event occurs when a warning alarm has ~ Warning
occurred.
cpaPMTraplnformation (3) IM_PM_3 This event occurs when An information alarm  Harmless

has occurred.

cpgPMTrapCleared (4) IM_PM_4  This event occurs when An alarm has cleared.  Harmless

Rack enclosure information (CPQRACK.MIB)

Table 22 Rack enclosure information (CPQRACK.MIB)

Tivoli types TEC class Description TEC priority

cpgRackNameChanged (22001) IM_22001 This event occurs when the rack name has Harmless
changed.

cpgRackEnclosureNameChanged (22002) IM_22002  This event occurs when the enclosure name  Harmless
has changed.

cpqRackEnclosureRemoved (22003) IM_22003 This event occurs when an enclosure has been Harmless

removed from the rack.

cpgRackEnclosurelnserted (22004) IM_22004  This event occurs when an enclosure has been Harmless
inserted into the rack.

cpqRackEnclosureTempFailed (22005) IM_22005 This event occurs when the enclosure Fatal
temperature status has been set to failed.

cpqRackEnclosureTempDegraded (22006) IM_22006  This event occurs when the enclosure Critical
temperature status has been set to degraded.

cpqRackEnclosureTempOk (22007) IM_22007  This event occurs when the enclosure Harmless
temperature status has been set to ok.

cpqRackEnclosureFanFailed (22008) IM_22008  This event occurs when the enclosure fan Fatal
status has been set to failed.

cpgRackEnclosureFanDegraded (22009) IM_22009  This event occurs when the enclosure fan Critical
status has been set fo degraded.
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Table 22 Rack enclosure information (CPQRACK.MIB)

Tivoli types TEC class Description TEC priority

cpgRackEnclosureFanOk (22010) IM_22010  This event occurs when the enclosure fan Harmless
status has been set to ok.

cpqRackEnclosureFanRemoved (22011) IM_22011 This event occurs when the enclosure fan has  Warning
been removed.

cpgRackEnclosureFaninserted (22012) IM_22012 This event occurs when the enclosure fan has  Harmless
been inserted.

cpqRackPowerSupplyFailed (22013) IM_22013 This event occurs when the power supply Fatal
status has been set to failed.
cpgRackPowerSupplyDegraded (22014) IM_22014  This event occurs when the power supply Critical
status has been set to degraded.
cpgRackPowerSupplyOk (22015) IM_22015  This event occurs when the power supply Harmless
status has been set o ok.
cpqRackPowerSupplyRemoved (22016) IM_22016  This event occurs when the power supply has  Warning
been removed.
cpqRackPowerSupplylnserted (22017) IM_22017 This event occurs when the power supply has  Harmless
been inserted.
cpqRackPowerSubsystemNotRedundant (22018) IM_22018  This event occurs when the rack power Critical
subsystem is no longer in a redundant state.
cpgRackPowerSubsystemLineVoltageProblem This event occurs when the rack power supply
(22019) detected an input line voltage problem.
CpqRackPowerSupplylnputlineStatus:noError IM_22019_1 Harmless
CpgRackPowerSupplyInputlineStatus: IM_22019_2 Critical
lineOverVoltage
CpqRackPowerSupplyInputlineStatus: IM_22019_3 Critical
lineUnderVoltage
CpgRackPowerSupplyInputlineStatus:lineHit  IM_22019_4 Critical
CpgRackPowerSupplyInputlineStatus:brown  IM_22019_5 Critical
out
CpqRackPowerSupplyInputlineStatus: IM_22019_6 Fatal
linePowerloss
cpqRackPowerSubsystemOverloadCondition IM_22020  This event occurs when the rack power Critical
(22020) subsystem overload condition.
cpqRackPowerShedAutoShutdown (22021) IM_22021 This event occurs when the server blade was ~ Fatal
shutdown because a lack of power.
cpgRackServerPowerOnFailedNotRedundant IM_22022 This event occurs when there is not enough Critical
(22022) power to power on the server blade and

maintain redundancy for the other blades in
the enclosure.

cpqRackServerPowerOnFailedNotEnoughPower  IM_22023 This event occurs when there is not enough Fatal
(22023) power to power on the server blade.
cpgRackServerPowerOnFailedEnclosureNotFoun  IM_22024  This event occurs when there is not enough Fatal
d (22024) power to power on the server blade (server

enclosure microcontroller was not found).

cpqRackServerPowerOnFailedPowerChassisNotF  IM_22025 This event occurs when there is not enough Fatal
ound (22025) power to power on the server blade (power
enclosure microcontroller was not found).

cpqRackServerPowerOnManualOverride IM_22026  This event occurs when the server blade was  Critical

(22026) powered on by a manual override.

cpqRackFuseOpen (22027) IM_22027  This event occurs when the fuse has been Critical
tripped.
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Table 22 Rack enclosure information (CPQRACK.MIB)

Tivoli types TEC class Description TEC priority
cpgRackServerBladeRemoved (22028) IM_22028  This event occurs when the server blade has  Critical
been removed from the enclosure.
cpqRackServerBladelnserted (22029) IM_22029  This event occurs when the server blade has  Critical
been inserted into the enclosure.
cpgRackPowerChassisNotloadBalanced IM_22030  This event occurs when the power subsystem  Critical
(22030) is out of balance for this power enclosure.
cpqRackPowerChassisDcPowerProblem (22031)  IM_22031 This event occurs when there is a power Critical
subsystem DC power problem for this power
enclosure.
cpqRackPowerChassisAcFacilityPowerExceeded  IM_22032 This event occurs when the Power subsystem  Critical
(22032) AC facility input power exceeded for this
power enclosure.
cpqRackPowerUnknownPowerConsumption IM_22033 This event occurs when there is an unknown  Critical
(22033) power consumer drawing power.
cpaRackPowerChassisloadBalancingWireMissin - IM_22034 This event occurs when the power subsystem  Critical
g (22034) load balancing wire is missing.
cpqRackPowerChassisTooManyPowerChassis IM_22035 This event occurs when the maximum number  Critical
(22035) of power enclosures has been exceeded.
cpgRackPowerChassisConfigError (22036) IM_22036  This event occurs when the power subsystem  Critical
has been improperly configured.
Console management controller (CPQCMC.MIB)
Table 23 Console management controller (CPQCMC.MIB)
Tivoli types TEC class Description TEC priority
cpqCmcalarmTemp1 (153001) This event occurs when the temperature at
rack sensor 1 is outside the specified
threshold.
CpgCmcStatusTemp1: normal IM_153001_2 Harmless
CpgCmcStatusTemp 1:warning IM_153001_3 Warning
CpgCmcStatusTemp 1:overMax IM_153001_4 Critical
CpgCmcStatusTemp1:underMin IM_153001_5 Critical
CpqCmcStatusTemp 1:noSensor IM_153001_6 Critical
CpgCmcStatusTemp1:error IM_153001_7 Fatal
cpqCmcalarmTemp2 (153002) This event occurs when the temperature at
rack sensor 2 is outside the specified
threshold.
CpgCmcStatusTemp2:normal IM_153002_2 Harmless
CpgCmcStatusTemp2:warning IM_153002_3 Warning
CpgCmcStatusTemp2:overMax IM_153002_4 Critical
CpgCmcStatusTemp2:underMin IM_153002_5 Critical
CpgCmcStatusTemp2:noSensor IM_153002_6 Critical
CpgCmcStatusTemp2:error IM_153002_7 Fatal
cpgqCmcalarmFan1 (153003) This event occurs when the state of Fan 1
changes.
cpgCmcStatusFan1:autoOff IM_153003_2 Harmless
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Table 23 Console management controller (CPQCMC.MIB)

Tivoli types TEC class Description TEC priority
cpqCmcStatusFan1:autoOn IM_153003_3 Harmless
cpaCmcStatusFan1:manual Off IM_153003_4 Harmless
cpqCmcStatusFan1:manualOn IM_153003_5 Harmless
cpgCmcStatusFan1:smokeOff IM_153003_6 Critical
cpgCmcStatusFan1:doorOff IM_153003_7 Warning
cpgCmcStatusFan1:noFan IM_153003_8 Critical
cpgCmcStatusFan:error IM_153003_9 Fatal

cpqCmcalarmFan?2 (153004) This event occurs when the state of Fan 2

changes.
cpgCmcStatusFan2:autoOff IM_153004_2 Harmless
cpgCmcStatusFan2:autoOn IM_153004_3 Harmless
cpaCmcStatusFan2:manual Off IM_153004_4 Harmless
cpaCmcStatusFan2:manualOn IM_153004_5 Harmless
cpgCmcStatusFan2:smokeOff IM_153004_6 Critical
cpqCmcStatusFan2:doorOff IM_153004_7 Warning
cpgCmcStatusFan2:noFan IM_153004_8 Critical
cpgCmcStatusFan2:error IM_153004_9 Fatal
cpgCmcalarmVoltage (153005) This event occurs when the AC voltage of the
rack is outside the specified threshold.
cpgCmcStatusVoltage:normal IM_153005_2 Harmless
cpaCmcStatusVoltage:overMax IM_153005_3 Critical
cpgCmcStatusVoltage:underMin IM_153005_4 Critical
cpgCmcStatusVoltage:noVoliage IM_153005_5 Warning
cpaqCmcalarmHumidity (153006) This event occurs when the humidity of the
rack is outside the specified threshold.
CpgCmcStatusHumidity:normal IM_153006_2 Harmless
CpqCmcStatusHumidity:overMax IM_153006_3 Critical
CpqCmcStatusHumidity:underMin IM_153006_4 Critical
CpgCmcStatusHumidity:noSensor IM_153006_5 Warning
CpgCmcStatusHumidity:error IM_153006_6 Fatal
cpaqCmcalarmlnput1 (153007) This event occurs when the door or side
panel of the rack has been opened (access
point #1).
cpaCmcStatusinput1:closed IM_153007_2 Harmless
cpqCmcStatusinput1:open IM_153007_3 Warning
cpgCmcStatusinput1:noSensor IM_153007_4 Warning
cpqCmcalarmlnput2 (153008) This event occurs when the door or side
panel of the rack has been opened (access
point #2).
cpgCmcStatusinput2:closed IM_153008_2 Harmless
cpgCmcStatuslnput2:open IM_153008_3 Warning
cpgCmcStatusinput2:noSensor IM_153008_4 Warning

Appendix B: HP SNMP events

85



Table 23 Console management controller (CPQCMC.MIB)

Tivoli types TEC class Description TEC priority
cpgCmcalarminput3 (153009) This event occurs when the door or side
panel of the rack has been opened (access
point #3).
cpqCmcStatusinput3:closed IM_153009_2 Harmless
cpgCmcStatuslnput3:open IM_153009_3 Warning
cpqCmcStatusinput3:noSensor IM_153009_4 Warning
cpaqCmcalarmlnput4 (153010) This event occurs when the door or side
panel of the rack has been opened (access
point #4).
cpaCmcStatusinput4:closed IM_153010_2 Harmless
cpqCmcStatusinput4:open IM_153010_3 Warning
cpgCmcStatusinput4:noSensor IM_153010_4 Warning
cpqCmcalarmlock1 (153011) This event occurs when there is a rack door
lock #1 alarm.
CpgCmcStatusLock 1Lock:locked IM_153011_2 Harmless
CpqCmcStatusLock 1Lock:unlockedAuto IM_153011_3 Warning
CpgCmcStatusLock1Lock:unlockedTime IM_153011_4 Warning
CpgCmcStatuslock1Lock:unlockedSmoke  IM_153011_5 Critical
CpgCmcStatusLock 1Lock:unlockedKey IM_153011_6 Harmless
CpqCmcStatuslock1Lock:unlockedPwrFail  IM_153011_7 Critical
CpgCmcStatuslock1Lock:unlockedBattlow  IM_153011_8 Critical
CpgCmcStatuslock1Lock:unlockedNetFail  IM_153011_9 Critical
CpgCmcStatusLock 1Lock:unlockedConnFail IM_153011_10 Critical
CpqCmcStatuslock 1Lock:readyTolock IM_153011_11 Harmless
CpgCmcStatuslock1Lock:alarm IM_153011_12 Warning
CpgCmcStatusLock 1Lock:configError IM_153011_13 Warning
CpgCmcStatusLock 1Lock:notAvail IM_153011_14 Warning
cpaqCmcalarmlock? (153012) This event occurs when there is a rack door
lock #2 alarm.
CpgCmcStatuslock?Llock:locked IM_153012_2 Harmless
CpgCmcStatusLock2Lock:unlockedAuto IM_153012_3 Warning
CpqCmcStatuslock2Lock:unlockedTime IM_153012_4 Warning
CpgCmcStatuslock?Llock:unlockedSmoke  IM_153012_5 Critical
CpgCmcStatuslock2Llock:unlockedKey IM_153012_6 Harmless
CpgCmcStatusLock2Llock:unlockedPwrFail - IM_153012_7 Critical
CpgCmcStatuslock2Lock:unlockedBattlow  IM_153012_8 Critical
CpgCmcStatuslock?Llock:unlockedNetFail  IM_153012_9 Critical
CpgCmcStatuslock2Llock:unlockedConnFail IM_153012_10 Critical
CpgCmcStatusLock2Llock:readyTolock IM_153012_11 Harmless
CpqCmcStatuslock2Lock:alarm IM_153012_12 Warning
CpgCmcStatusLock2Llock:configError IM_153012_13 Warning
CpgCmcStatuslock2Llock:notAvail IM_153012_14 Warning
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Table 23 Console management controller (CPQCMC.MIB)

Tivoli types TEC class Description TEC priority
cpgCmcalarmSmoke (153013) This event occurs when the rack smoke
detector has detected smoke.
CpgCmcStatusSmoke:cleared IM_153013_2 Harmless
CpgCmcStatusSmoke:present IM_153013_3 Critical
CpgCmcStatusSmoke:noSensor IM_153013_4 Warning
cpqCmecalarmShock (153014) This event occurs when the rack shock
detector has detected a vibration to the rack.
CpqCmcStatusShock:cleared IM_153014_2 Harmless
CpgCmcStatusShock:present IM_153014_3 Critical
CpgCmcStatusShock:noSensor IM_153014_4 Warning
cpaqCmcalarmAux1 (153015) This event occurs when the rack auxiliary
alarm input #1 has been triggered.
CpqCmcStatusAux1:ok IM_153015_2 Harmless
CpgCmcStatusAux1:alarm IM_153015_3 Critical
CpgCmcStatusAux1:noSensor IM_153015_4 Warning
cpqCmcalarmAux2 (153016) This event occurs when the rack auxiliary
alarm input #2 has been triggered.
CpqCmcStatusAux2:ok IM_153016_2 Harmless
CpgCmcStatusAux2:alarm IM_153016_3 Critical
CpgCmcStatusAux2:noSensor IM_153016_4 Warning
cpqCmcalarm1 (153017) This event occurs when there is Alarm 1, set
from Network management.
CpqCmcStatusAlarm1:0k IM_153017_2 Harmless
CpqCmcStatusAlarm1:alarm IM_153017_3 Critical
cpqCmcalarm2 (153018) This event occurs when there is Alarm 2, set
from Network management.
CpgCmcStatusAlarm?2:ok IM_153018_2 Harmless
CpqCmcStatusAlarm?2:alarm IM_153018_3 Critical
cpqCmcalarmlock1Dev (153019) This event occurs when the rack door locking
device #1 has failed.

CpgCmcStatuslock1Dev:ok IM_153019_2 Harmless
CpgCmcStatusLock 1Dev:powerFail IM_153019_3 Critical
CpqCmcStatusLock 1Dev:lowBattery IM_153019_4 Warning
CpgCmcStatuslock 1Dev:replaceBatt IM_153019_5 Critical
CpgCmcStatuslock1Dev:missingBatt IM_153019_6 Warning
CpgCmcStatusLock 1Dev:noConnect IM_153019_7 Warning
CpqCmcStatusLock 1 Dev:notAvail IM_153019_8 Warning

cpqCmcalarmlock2Dev (153020) This event occurs when the rack door locking

device #2 has failed.
CpgCmcStatusLock2Dev:ok IM_153020_2 Harmless
CpqCmcStatuslock2Dev:powerFail IM_153020_3 Critical
CpqCmcStatuslock2Dev:lowBattery IM_153020_4 Warning
CpgCmcStatuslock2Dev:replaceBatt IM_153020_5 Critical
CpgCmcStatusLock2Dev:missingBatt IM_153020_6 Warning
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Tivoli types TEC class Description TEC priority
CpgCmcStatusLock2Dev:noConnect IM_153020_7 Warning
CpqCmcStatuslock2Dev:notAvail IM_153020_8 Warning

cpgCmcSetupChanged (153100) IM_153100 This event occurs when the setup of console  Harmless

management controller has changed.

Switch Traps (CIMTRAPS.MIB)

Table 24 CIM traps (CIMTRAPS.MIB)

Tivoli types TEC class Description TEC priority

switchFirmwareTransferred(161001) IM_161001 This event occurs when the firmware image Harmless
successfully transferred.

switchConfigFileTransferred (161002) IM_161002 This event occurs when the configuration file Harmless
successfully transferred.

switchTFTPTransferSucceeded (161003) IM_161003 This event occurs when the TFTP transfer Harmless
completed successfully.

switchTFTPTransferFailed (161004) IM_161004 This event occurs when the switch has failed @ Warning
TFTP transfer.

switchFilelnvalid (161005) IM_161005 This event occurs when an invalid firmware or ~ Warning
configuration image is downloaded.

switchFanFailed (161006) IM_161006 This event occurs when the condition of switch  Fatal

fan has failed.

switchFanOk (161007) IM_161007 This event occurs when switch fan has returned Harmless
to normal operation.

switchTempSensorDegraded (161008) IM_161008 This event occurs when the switch temperature  Critical
sensor indicates high tfemperature.

switchTempSensorFailed (161009) IM_161009 This event occurs when the switch temperature  Fatal
sensor indicates an over temperature.

switchTempSensorOk (161010) IM_161010 This event occurs when the switch temperature  Harmless
sensor indicates normal temperature.

switchPostSuccess (161011) IM_161011 This event occurs when the switch has Warning
successfully completed POST.

switchLoginFailure (161012) IM_161012 This event occurs when the switch has rejected Warning
login attempt.

switchlocationChange (161013) IM_161013 This event occurs when the switch location has  Harmless
changed; trap will be sent on next boot.

switchCubeTypeChange (161014) IM_161014 This event occurs when the cube type is Harmless
changed by customer since last boot.

switchSNTPServiceUnavailable (161015) IM_161015 This event occurs when the SNTP server was Warning
configured, but no SNTP servers were found.
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StorageWorks Enterprise Array Manager (HS_AGENT.MIB)

Table 25 StorageWorks Enterprise Array Manager (HS_AGENT.MIB)

Tivoli types TEC class Description TEC priority

diskFailureTrap (1) IM_Steam_1  This event occurs when a disk drive has failed.  Critical

diskinformationTrap (2) IM_Steam_2  This event occurs when a disk drive has Harmless
recovered.

powerSupplyFailureTrap (3) IM_Steam_3  This event occurs when the power supply in the Critical

specified location has failed.

powerSupplylnformationTrap (4) IM_Steam_4  This event occurs when the power supply in the Harmless
specified location has gone from bad to good.

fanFailureTrap (5) IM_Steam_5  This event occurs when the fan in the specified ~ Critical
location has failed.

faninformationTrap (6) IM_Steam_6  This event occurs when the fan in the specified Harmless
location has recovered.

cacheBatteryFailureTrap (7) IM_Steam_7  This event occurs when the cache battery in Critical
specified location has failed.

cacheBatterylowTrap (8) IM_Steam_8  This event occurs when the cache battery in Warning
specified location has LOW state.

cacheBatterylnformationTrap (9) IM_Steam_9  This event occurs when the cache battery in Harmless
specified location has good state.

temperatureOverThresholdTrap (10) IM_Steam_10 This event occurs when the temperature sensor ~ Critical
in the specified location has exceeded

WARNING threshold limit.

temperaturelnformationTrap (11) IM_Steam_11 This event occurs when the temperature sensor  Harmless
in the specified location indicates below
WARNING threshold limit.

communicationFailureTrap (12) IM_Steam_12 This event occurs when communication with the Critical
subsystem has failed.

communicationInformationTrap (13) IM_Steam_13 This event occurs when communication with the Harmless
subsystem has recovered.

controllerFailureTrap (14) IM_Steam_14 This event occurs when the secondary Critical
controller in the subsystem has failed.

controllerinformationTrap (15) IM_Steam_15 This event occurs when the secondary Harmless
controller in the subsystem has recovered.

lunFailureTrap (16) IM_Steam_16 This event occurs when the LUN has failed and  Critical
is off-line.

lunReconstructTrap (17) IM_Steam_17 This event occurs when the LUN has started the  Warning
reconstruction process but is available for
normal use.

lunReducedTrap (18) IM_Steam_18 This event occurs when A LUN has become Critical
degraded because a member disk device
failure.

luninformationTrap (19) IM_Steam_19 This event occurs when A LUN has become Harmless
optimal because a successful completion of the
reconstruction process.

externallnputFailureTrap (20) IM_Steam_20 This event occurs when the user-defined Critical
external input to the EMU indicates a failure.

externallnputinformationTrap (21) IM_Steam_21 This event occurs when the user-defined Harmless
external input to the EMU indicates a recovery.

cacheBatteryStateUnknownTrap (22) IM_Steam_22 This event occurs when the cache battery in Warning
specified location has an unknown state.
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Storage Area Networks Management Appliance (CPQSANAPP.MIB)

Table 26 Storage Area Networks Management Appliance (CPQSANAPP.MIB)

Tivoli types TEC class Description TEC priority

swFailureTrap (1) IM_SanW_1 This event occurs when a failure event is Critical
detected.

swWarningTrap (2) IM_SanW_2 This event occurs when a Warning event is Warning
detected.

swinformationTrap (4) IM_SanW_4 This event occurs when an Information event is  Harmless
detected.

StorageWorks Command Console (CPQSWCC.MIB)

Table 27 StorageWorks Command Console (CPQSWCC.MIB)

Tivoli types TEC class Description TEC priority

cpgSweccFibreDeviceStatusChange (1) This event occurs when the state on one of the
managed Fibre Channel devices changes.

cpgSwecFibreDevState:ok IM_Fibre_1_2 Harmless

cpgSweccFibreDevState:degraded IM_Fibre_1_3 Critical

cpgSwecFibreDevState:failed IM_Fibre_1_4 Fatal
cpgSwecTapeControllerStatusChange (2) This event occurs when the state on one of the

managed Fibre Channel tape controller
devices changes.

cpgSweccFibreDevState:ok IM_Tape_2_2 Harmless

cpgSweccFibreDevState:degraded IM_Tape_2_3 Critical

cpgSwecFibreDevState:failed IM_Tape_2_4 Fatal
cpgSwecEmuDevDeviceStatusChange (1) This event occurs when the state on one of the

managed devices changes.

cpgSweccEmuDevState:ok IM_Emu_1_2 Harmless
cpgSwecEmuDevState:degraded IM_Emu_1_3 Critical
cpgSwccEmuDevState:failed IM_Emu_1_4 Fatal
cpgSwecKzpecPhyDeviceEventTrap (1) This event occurs when some event has
happened to a physical device on a KZPCC
controller.
cpgSwecKzpcecEventSeverity:informational  IM_Kzpec_1_1 Harmless
cpgSwecKzpecEventSeverity:warning IM_Kzpee_1_2 Warning
cpqSwecKzpecEventSeverity:error IM_Kzpce_1_3 Fatal
cpqSwecKzpecVirtualDeviceEventTrap (2) This event occurs when some event has

happened to a virtual device (logical drive)
on a controller.

cpqSwecKzpecEventSeverity:informational  IM_Kzpec_2_1 Harmless

cpqSwecKzpecEventSeverity:warning IM_Kzpce_2_2 Critical

cpgSwecKzpecEventSeverity:error IM_Kzpce_2_3 Fatal
cpaSwecKzpecSubsystemEventTrap (3) This event occurs when some event has

happened to a KZPCC controller.

cpqSwecKzpecEventSeverity:informational  IM_Kzpec_3_1 Harmless

cpqSwecKzpecEventSeverity:warning IM_Kzpce_3_2 Critical

Appendix B: HP SNMP events 90



Table 27 StorageWorks Command Console (CPQSWCC.MIB)

Tivoli types TEC class Description TEC priority

cpqSwecKzpecEventSeverity:error IM_Kzpce_3_3 Fatal

Blade Type-2 traps (BT2TRAPS.MIB)

Table 28 Blade Type-2 traps (BT2TRAPS.MIB)

Tivoli types TEC class Description TEC priority
IM_BT2_1  This event occurs when the primary power Fatal
bt2SwPrimaryPowerSupplyFailure (1) supply failed.

IM_BT2_2  This event occurs when the default gateway is ~ Harmless
bt2SwDetGwUp(2) alive.

IM_BT2_3  This event occurs when the default gateway is ~ Harmless
bt2SwDefGwDown(3) down.

IM_BT2_4  This event occurs when the default gateway is ~ Harmless
bt2SwDetGwInService(4) up and in service.

IM_BT2_5  This event occurs when the default gateway is ~ Harmless
bt2SwDefGwNotInService(5) alive but not in service.

IM_BT2_16  This event occurs when the sending agent has ~ Harmless

bt2SwVrrpNewMaster (16) transitioned to ‘Master’ state.

IM_BT2_17  This event occurs when the sending agent has  Harmless
bt2SwVrrpNewBackup(17) transitioned to ‘Backup’ state.

IM_BT2_18 This event occurs when there is an Critical
bt2SwVrrpAuthFailure(18) authentication failure.
bt2SwloginFailure(19) IM_BT2_19  This event occurs when there is a login failure.  Critical

IM_BT2_22  This event occurs when the switch temperature  Fatal
bt2SwTempExceedThreshold (22) has exceeded maximum safety limits.

IM_BT2_26 This event occurs when the rack location has Harmless
bt2SwRacklocationChange(26) been changed.

IM_BT2_27  This event occurs when a new configuration Harmless
bt2SwApplyComplete(27) has been applied.

IM_BT2_28 This event occurs when the new configuration ~ Harmless
bt2SwSaveComplete(28) has been saved.

IM_BT2_29  This event occurs when the firmware has been  Harmless
bt2SwFwDownloadSucess(29) downloaded.

IM_BT2_30 This event occurs when the firmware Warning
bt2SwFwDownloadFailure(30) downloaded failed.

IM_BT2_31  This event occurs when the switch temperature  Harmless
bt2SwTempReturnThreshold(3 1) has returned below maximum safety limits.

IM_BT2_32 This event occurs when a fan failure has been  Critical

bt2SwFanFailure(32) detected.

IM_BT2_33 This event occurs when the fan failure has been Harmless
bt2SwFanFailureFixed(33) fixed.
bt2SwUfdfoltMFailure(34) IM_BT2_34 This event occurs when an LtM link is down. Critical
bt2SwUfdfoltMUP(35) IM_BT2_35 This event occurs when an LtM link is up. Harmless
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Appendix C: HP Event Rules

The following table lists all of the HP rules delivered with the HP Insight Integration for Tivoli, Revision 4.0 that relate
to specific SNMP events. The rules and corresponding events are organized by MIB type and object identifier.

Common cluster management (SVRCLU.MIB)

Table 29 Common cluster management (SVRCLU.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

SvrCluMemberAdded 100

SvrCluMemberDeleted 101

Standard equipment (CPQSTDEQ.MIB)

Table 30 Standard equipment (CPQSTDEQ.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgSeCpuThresholdPassed 1001

CpgSePCCardThermalDegraded 1002 1004

CpgSePCCardThermalFailure 1003 1004

CpgSePCCardThermalSafe 1004

CpgSe2CpuThresholdPassed 1005

Systems information (CPQSINFO.MIB)

Table 31 Standard equipment (CPQSINFO.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgSiHoodRemoved 2001
CpgSiMonitorConditionOK 2002
CpgSiMonitorConditionDegraded 2003 2002
CpgSiMonitorConditionFailed 2004 2002
CpgSiCorrMemErrStatusDegraded 2005 2006
CpgSiCorrMemErrStatusOK 2006
CpgSiMemConfigChange 2007
CpgSiHotPlugSlotBoardRemoved 2008 2009
CpgSiHotPlugSlotBoardinserted 2009
CpgSiHotPlugSlotPowerUpFailed 2010
cpqSiHotPlugSlotErrorStatus: noError _1
cpgSiHotPlugSlotErrorStatus: generalError  _2 2010_1
cpgSiHotPlugSlotErrorStatus: _3 2010_1
wrongRevision
cpgSiHotPlugSlotErrorStatus: wrongBoard  _4 2010_1
cpgSiHotPlugSlotErrorStatus: cannotConfig  _5 2010_1
cpgSiHotPlugSlotErrorStatus: powerFault  _6 2010_1
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Table 31 Standard equipment (CPQSINFO.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

cpqSiHotPlugSlotErrorStatus: 7 2010_1
unexpectedPowerloss
cpgSiHotPlugSlotErrorStatus: wrongSpeed _8 2010_1
cpqSiHotPlugSlotErrorStatus: 9 2010_1
functionalFailure

CpqSiSysBatteryFailure 2011

CpgSiSysBatteryChargingDegraded 2012

CpqSiSysBatteryCalibrationError 2013

Intelligent drive array (CPQIDA.MIB)
Table 32 Intelligent drive array (CPQIDA.MIB)
Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgDa3logDrvStatusChange 3008 3008
CpgDalogDrvStatus:ok 2
CpgDalogDrvStatus:failed 23 3008_2
CpgDalogDrvStatus:recovering 5 3008_2
CpgDalogDrvStatus:readyForRebuild 6 3008_2
CpgDalogDrvStatus:rebuilding 7 3008_2
CpgDalogDrvStatus:wrongDrive 8 3008_2
CpgDalogDrvStatus:badConnect 9 3008_2
CpgDalogDrvStatus:overheating _10 3008_2
CpgDalogDrvStatus:shutdown 11 3008_2
CpgDalogDrvStatus:expanding 12
CpgDalogDrvStatus:notAvailable 13
CpgDalogDrvStatus:queuvedForExp 14

CpgDaCntlrActive 3016

CpgDa4SpareStatusChange 3017 3017
CpgDaSpareStatus:failed _3 3017_6
CpgDaSpareStatus:inactive 4 3017_6
CpgDaSpareStatus:building 5 3017_6
CpgDaSpareStatus:active 6

CpgDaTapelibraryDoorStatusChange 3021
CpgDaTapelibraryDoorStatus:notSupported  _2
CpgDaTapelibraryDoorStatus:closed 23
CpgDaTapelibraryDoorStatus:open 4

CpgDaTapeDriveCleaningRequired 3023

CpgDaTapeDriveCleanTapeReplace 3024

CpgDa5AccelStatusChange 3025
CpgDa5AccelStatus:invalid 2
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Table 32 Intelligent drive array (CPQIDA.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgDa5AccelStatus:enabled 23
CpgDa5AccelStatus:tmpDisabled 4 3025_3
CpgDa5AccelStatus:permDisabled 5 3025_3
CpgDa5AccelBadDataTrap 3026
CpgDa5AccelBatteryFailed 3027
CpgDa5CnilrStatusChange 3028
CpgDaCntlrBoardStatus:ok 2
CpgDaCntlrBoardStatus:generalFailure 23 3028_2
CpgDaCntlrBoardStatus:cableProblem 4 3028_2
CpgDaCntlrBoardStatus:poweredOff 5 3028_2
CpgDa5PhyDrvStatusChange 3029
CpgDaPhyDrvStatus:ok 2
CpgDaPhyDrvStatus:failed 23 3029_2
CpgDaPhyDrvStatus:predictiveFailure 4 3029_2
CpgDa5PhyDrvThreshPassedTrap 3030
CpgDa2TapelibraryStatusChange 3031
CpgDaTapelibraryStatus:ok 2
CpgDaTapelibraryStatus:degraded _3 3031_2
CpgDaTapelibraryStatus:failed 4 3031_2
CpgDaTapelibraryStatus:offline 5 30312
CpgDa2TapeDriveStatusChange 3032
CpgDaTapeDrvStatus:ok 2
CpgDaTapeDrvStatus:degraded _3 3032_2
CpgDaTapeDrvStatus:failed 4 30322
CpgDaTapeDrvStatus:offline 5 30322
CpgDaTapeDrvStatus:missingWasOk 6 3032_2
CpgDaTapeDrvStatus:missingWasOffline 7 3032_2
CpgDaéCntlrStatusChange 3033
CpgDaCntlrBoardStatus:ok 2
CpgDaCntlrBoardStatus:generalFailure _3 3033_2
CpgDaCntlrBoardStatus:cableProblem 4 3033_2
CpgDaCntlrBoardStatus:poweredOff 5 30332
CpgDablogDrvStatusChange 3034
CpgDalogDrvStatus:ok 2
CpgDalogDrvStatus:failed 23 3034_2
CpgDalogDrvStatus:recovering 4 3034_2
CpgDalogDrvStatus:unconfigured 5 3034_2
CpgDalogDrvStatus:readyForRebuild _6 3034_2
CpgDalogDrvStatus:rebuilding 7 3034_2
CpgDalogDrvStatus:wrongDrive 8 3034_2
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Table 32 Intelligent drive array (CPQIDA.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgDalogDrvStatus:badConnect 9 3034_2
CpgDalogDrvStatus:overheating 10 3034_2
CpgDalogDrvStatus:shutdown 11 3034_2
CpgDalogDrvStatus:expanding 12 3034_2
CpgDalogDrvStatus:notAvailable _13 3034_2
CpgDalogDrvStatus:queuedForExp _14 3034_2
CpgDaéSpareStatusChange 3035
CpgDaSpareStatus:invalid 2
CpgDaSpareStatus:failed 23 3035_2
CpgDaSpareStatus:inactive 4 3035_2
CpgDaSpareStatus:building 5 3035_2
CpgDaSpareStatus:active 6 3035_2
CpgDa6PhyDrvStatusChange 3036
CpgDaPhyDrvStatus:ok 2
CpgDaPhyDrvStatus:failed 23 3036_2
CpgDaPhyDrvStatus:predictiveFailure 4 3036_2
CpgDa6PhyDrvThreshPassedTrap 3037
CpgDabAccelStatusChange 3038
CpgDa5AccelStatus:invalid 2
CpgDa5AccelStatus:enabled 23 3038_2
CpgDa5AccelStatus:tmpDisabled 4 3038_2
CpgDa5AccelStatus:permDisabled 5 3038_2
CpgDabAccelBadDataTrap 3039
CpgDabAccelBatteryFailed 3040
CpgDabéTapelibraryStatusChange 3041
CpgDaTapelibraryStatus:ok 2
CpgDaTapelibraryStatus:degraded 23 3041_2
CpgDaTapelibraryStatus:failed 4 3041_2
CpgDaTapelibraryStatus:offline 5 3041_2
CpgDab6TapelibraryDoorStatusChange 3042
CpgDaTapelibraryDoorStatus:notSupported  _2
CpgDaTapelibraryDoorStatus:closed 23
CpgDaTapelibraryDoorStatus:open 4
CpgDa6TapeDriveStatusChange 3043
CpgDaTapeDrvStatus:ok 2
CpgDaTapeDrvStatus:degraded 23 3043_2
CpgDaTapeDrvStatus:failed 4 3043_2
CpgDaTapeDrvStatus:offline 5 3043_2
CpgDaTapeDrvStatus:missingWasOk 6 3043_2
CpgDaTapeDrvStatus:missingWasOffline 7 3043_2
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Table 32 Intelligent drive array (CPQIDA.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgDa6TapeDriveCleaningRequired 3044
CpgDaéTapeDriveCleanTapeReplace 3045
CpgDa7PhyDrvStatusChange 3046 *
CpgDaPhyDrvStatus:ok 2 *
CpgDaPhyDrvStatus:failed 3 3046_2 *
CpgDaPhyDrvStatus:predictiveFailure 4 3046_2 *
CpgDa7SpareStatusChange 3047 *
CpgDaSpareStatus:invalid 2 *
CpgDaSpareStatus:failed 23 3047_2 *
CpgDaSpareStatus:inactive 4 3047_2 *
CpgDaSpareStatus:building 5 3047_2 *
CpgDaSpareStatus:active o) 3047_2 *
SCSI device information (CPQSCSI.MIB)
Table 33 SCSI device information (CPQSCSI.MIB)
Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpqgScsi3CntlrStatusChange 5005 5005
CpgScsiCniirStatus:ok 2
CpqScsiCntlrStatus:failed _3 5005_2
CpqTape3PhyDrvCleaningRequired 5008
CpqTape3PhyDrvCleanTapeReplace 5009
CpqTape3LibraryDoorOpen 5013 5014
CpqTape3LibraryDoorClosed 5014
CpgScsiCdLibraryStatusChange 5015 5015
CpqCdlibraryStatus:ok 2
CpqCdLibraryStatus:failed 3 5015_2
CpqCdLibraryStatus:offline 4 5015_2
CpqTapelibraryStatusChange 5018
CpqTapelibraryState:ok 2
CpqTapelibraryState:degraded _3 5018_2
CpqTapelibraryState:failed 4 5018_2
CpqTapelibraryState:offline 5 5018_2
CpqTape5PhyDrvStatusChange 5019
CpqTapePhyDrvStatus:ok 2
CpqTapePhyDrvStatus:failed 4 5019_2
CpqTapePhyDrvStatus:offline 5 5019_2
CpqTapePhyDrvStatus:missingWasOk 6 5019_2
CpqTapePhyDrvStatus:missingWasFailed  _7 5019_2
CpqTapePhyDrvStatus:missingWasOffline  _8 5019_2
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Table 33 SCSI device information (CPQSCSI.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
cpgScsi5PhyDrvStatusChange 5020
CpqgScsiPhyDrvStatus:ok 2
CpqScsiPhyDrvStatus:failed 23 5020_2
CpgScsiPhyDrvStatus:notConfigured 4 5020_2
CpgScsiPhyDrvStatus:badCable 5 5020_2
CpgScsiPhyDrvStatus:missingWasOk _6 5020_2
CpgScsiPhyDrvStatus:missingWasFailed ~ _7 5020_2
CpqScsiPhyDrvStatus:predictiveFailure _8 5020_2
CpgScsiPhyDrvStatus:missingWas 9 5020_2
PredictiveFailure
CpqScsiPhyDrvStatus:offline _10 5020_2
CpgScsiPhyDrvStatus:missingwasOffline  _11 5020_2
CpgScsiPhyDrvStatus:hardError _12 5020_2
CpgScsi3logDrvStatusChange 5021
cpgScsilogDrvStatus:ok 2
cpgScsilogDrvStatus:failed 23 5021_2
cpgScsilogDrvStatus:unconfigured 4 5021_2
cpqScsilogDrvStatus:recovering 5 5021_2
cpgScsilogDrvStatus: readyForRebuild 6 5021_2
cpgScsilogDrvStatus: rebuilding 7 5021_2
cpqScsilogDrvStatus: wrongDrive 8 5021_2
cpgScsilogDrvStatus: badConnect 9 5021_2
cpgScsilogDrvStatus: degraded _10 5021_2
cpgScsilogDrvStatus: disabled _1 5021_2
CpgSasPhyDrvStatusChange 5022 *
CpgSasPhyDrvStatus:ok 2 *
CpqSasPhyDrvStatus:predictiveFailure 3 5022_2 *
CpqgSasPhyDrvStatus:offline 4 5022_2 *
CpgSasPhyDrvStatus:failed 5 5022_2 *
CpgSasPhyDrvStatus:missingWasOk _6 5022_2 *
CpgSasPhyDrvStatus: missingWas 7 5022_2 *
PredictiveFailure
CpgSasPhyDrvStatus: missingWasOffline  _8 5022_2 *
CpgSasPhyDrvStatus:missingWasFailed 9 5022_2 *
CpgSaslogDrvStatusChange 5023 *
CpgSaslogDrvStatus:ok 2 *
CpgSaslogDrvStatus:degraded 3 5023_2 *
CpgSaslogDrvStatus:rebuilding 4 5023_2 *
CpgSaslogDrvStatus:failed 5 5023_2 *
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Server health features (CPQHLTH.MIB)

Table 34 Server health features (CPQHLTH.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgHe3CorrectableMemorylogDisabled 6016
cpgHeCorrMemlogStatus:notSupported 2 6016_4
cpgHeCorrMemlogStatus:disabled 23 6016_4
cpgHeCorrMemlogStatus:enabled 4
CpgHe3ThermalTempFailed 6017 6019, 6026
CpgHe3ThermalTempDegraded 6018
cpgHeThermalDegradedAction:continue 2 6019
cpgHeThermalDegradedAction:shutdown 3 6019
CpgHe3ThermalTempOk 6019
CpgHe3ThermalSystemFanFailed 6020
cpgHeThermalDegradedAction:continue 2 6022
cpgHeThermalDegradedAction:shutdown 3 6022
CpgHe3ThermalSystemFanDegraded 6021 6022, 6026
CpgHe3ThermalSystemFanOk 6022
CpgHe3ThermalCPUFanFailed 6023 6024, 6026
CpgHe3ThermalCPUFanOk 6024
CpgHe3AsrConfirmation 6025
CpgHe3ThermalConfirmation 6026
CpgHe3PostError 6027
CpgHe3FliTolPwrSupplyDegraded 6028 6033
CpgHe3CorrMemReplaceMemModule 6029
CpgHe3FliTolPowerRedundancylost 6032 6031 or 6034 6033
CpgHe3FliTolPowerRedundancylost 6032 6054
CpgHe3FliTolPowerSupplylnserted 6033
CpgHe3FliTolPowerSupplyRemoved 6034 6033
CpgHe3FliTolFanDegraded 6035 6038
CpgHe3FliTolFanFailed 6036 6038
CpgHe3FliTolFanRedundancylost 6037 6036 or 6039 6038
CpgHe3FliTolFanlnserted 6038
CpgHe3FliTolFanRemoved 6039 6038
CpgHe3TemperatureFailed 6040 6042
CpgHe3TemperatureDegraded 6041 6042
CpgHe3TemperatureOk 6042
CpgHe3PowerConverterDegraded 6043
CpgHe3PowerConverterFailed 6044
CpgHe3PowerConverterReduncancylost 6045 6044
CpgHe3CacheAccelParityError 6046
cpgHeResilientMemOnlineSpareEngaged 6047
cpgHe4FliTolPowerSupplyOk 6048
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Table 34 Server health features (CPQHLTH.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

cpgHe4FliTolPowerSupplyDegraded 6049 6048

cpgHe4FliTolPowerSupplyFailed 6050 6048

cpgHeResilientMemMirroredMemoryEngaged 6051
cpgHeResilientAdvancedECCMemoryEngaged 6052

cpgHeResilientMemXorMemoryEngaged 6053
cpgHe3FliTolPowerRedundancyRestored 6054
cpgHe3FliTolFanRedundancyRestored 6055
cpgHe4CorrMemReplaceMemModule 6056
cpgHeResMemBoardRemoved 6057
cpgHeResMemBoardInserted 6058
cpgqHeResMemBoardBusError 6059
cpgHeEventOccurred 6060

Storage systems information (CPQSTSYS.MIB)

Table 35 Storage systems information (CPQSTSYS.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgSs3FanStatusChange 8008 8008
CpgSsBoxFanStatus:ok 2
CpqSsBoxFanStatus:failed 3 8008_2
CpgSsBoxFanStatus:noFan 4
CpgSsBoxFanStatus:degraded 5 8008_2
CpgSs3TempFailed 8009 8011
CpgSs3TempDegraded 8010 8011
CpgSs3TempOk 8011
CpgSs3SidePanellnPlace 8012
CpgSs3SidePanellnRemoved 8013 8012
CpgSs4PwrSupplyDegraded 8015 8015
CpqSsBoxFliTolPwrSupplyStatus:ok 2
CpqSsBoxFliTolPwrSupplyStatus:degraded 3 8015_2
CpgSsBoxFliTolPwrSupplyStatus:failed 4 8015_2
CpqSsBoxFltTolPwrSupplyStatus:noFltTolPower  _5
CpgSsExPowerSupplyUpsStatusChange 8018 8018
CpqSsPowerSupplyUpsStatus:noUps 2
CpqgSsPowerSupplyUpsStatus:ok 3
CpqSsPowerSupplyUpsStatus:powerFailed 4 8018_3
CpqSsPowerSupplyUpsStatus:batterylow 5 8018_3
CpgSsExTempSensorStatusChange 8019 8019
CpgSsTempSensorStatus:ok 2
CpgSsTempSensorStatus:degraded 3 8019_2
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Table 35 Storage systems information (CPQSTSYS.MIB)

Trap name OID (IM_) Cleared by New in
Revision 4.0

CpgSsTempSensorStatus:failed 4 8019_2
CpqSsEx2FanStatusChange 8020

CpgSsFanModuleStatus:notinstalled 2

CpgSsFanModuleStatus:ok 3

CpgSsFanModuleStatus:degraded 4 8020_3

CpgSsFanModuleStatus:failed 5 8020_3
CpgSsEx2PowerSupplyStatusChange 8021

CpqSsPowerSupplyStatus:notinstalled 2

CpgSsPowerSupplyStatus:ok 3

CpqSsPowerSupplyStatus:failed 4 8021_3
CpgSsExBackplaneFanStatusChange 8022

CpqSsBackplaneFanStatus:notinstalled 2 8022_3

CpgSsBackplaneFanStatus:ok 3

CpgSsBackplaneFanStatus:degraded _4 8022_3

CpqSsBackplaneFanStatus:failed 5 8022 3

CpqgSsBackplaneFanStatus:notSupported 6 8022_3
CpqgSsExBackplaneTempStatusChange 8023

CpqSsBackplaneTempStatus:noTemp 2 8023_3

CpqSsBackplaneTempStatus:ok 23

CpqSsBackplaneTempStatus:degraded 4 8023_3

CpgSsBackplaneTempStatus:failed 5 8023_3

CpqgSsBackplaneTempStatus:notSupported _6 8023_3
CpgSsExBackplanePowerSupplyStatusChange 8024

CpqSsBackplaneFtpsStatus:noFliToPower 2 8024_3

CpgSsBackplaneFtpsStatus:ok 3

CpgSsBackplaneFtpsStatus:degraded _4 8024_3

CpgSsBackplaneFtpsStatus:failed 5 8024_3

CpqSsBackplaneFtpsStatus:notSupported 6 8024_3
CpgSsExRecoveryServerStatusChange 8025

CpqSsChassisRsoStatus:notSupported 2 8025_6

CpgSsChassisRsoStatus:notConfigured 23 8025_6

CpqSsChassisRsoStatus:disabled 4 8025_6

CpgSsChassisRsoStatus:daemonDownDisabled _5 8025_6

CpqSsChassisRsoStatus:ok _6

CpqSsChassisRsoStatus:daemonDownActive  _7 8025_6

CpqSsChassisRsoStatus:noSecondary 8 8025_6

CpgSsChassisRsoStatus:daemon 9 8025_6

DownNoSecondary

CpqSsChassisRsoStatus:linkDown _10 8025_6

CpqSsChassisRsoStatus:daemonDown _1 8025_6

LinkDown
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Table 35 Storage systems information (CPQSTSYS.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgSsChassisRsoStatus:secondary _12 8025_6

RunningAuto

CpqSsChassisRsoStatus:secondary _13 8025_6

RunningUser

CpgSsChassisRsoStatus:evTimeoutError 14 8025_6
CpgSs5FanStatusChange 8026

CpqSsBoxFanStatus:ok 2

CpgSsBoxFanStatus:failed 3 8026_2

CpgSsBoxFanStatus:noFan _4 8026_2

CpgSsBoxFanStatus:degraded 5 8026_2
CpgSs5TempStatusChange 8027

cpgSsBoxTempStatus:ok 2

cpgSsBoxTempStatus:degraded 3 8027_2

cpqSsBoxTempStatus:failed _4 8027_2

cpgSsBoxTempStatus:noTemp 5 8027_2
CpgSs5PwrSupplyStatusChange 8028

CpqgSsBoxFliTolPwrSupplyStatus:ok 2

CpgSsBoxFliTolPwrSupplyStatus:degraded _3 8028_2

CpqSsBoxFliTolPwrSupplyStatus:failed 4 8028_2

CpqSsBoxFliTolPwrSupplyStatus:noFltTolPower  _5 8028_2
cpgSs6FanStatusChange 8029 *

CpqSsBoxFanStatus:ok 2 *

CpqSsBoxFanStatus:failed 3 8029 2 *

CpqgSsBoxFanStatus:noFan 4 8029_2 *

CpgSsBoxFanStatus:degraded 5 8029_2 *
cpgSs6TempStatusChange 8030 *

cpqSsBoxTempStatus:ok 2 *

cpgSsBoxTempStatus:degraded 3 8030_2 *

cpgSsBoxTempStatus:failed 4 8030_2 *

cpgSsBoxTempStatus:noTemp 5 8030_2 *
cpgSs6PwrSupplyStatusChange 8031 *

CpqSsBoxFltTolPwrSupplyStatus:ok 2 *

CpqgSsBoxFliTolPwrSupplyStatus:degraded 3 8031_2 *

CpqSsBoxFliTolPwrSupplyStatus:failed _4 8031_2 *

CpqSsBoxFliTolPwrSupplyStatus:noFltTolPower  _5 8031_2 *
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Remote Insight board information (CPQSM2.MIB)

Table 36 Remote Insight board information (CPQSM2.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgSm2ServerReset 9001
CpgSm2ServerPowerOutage 9002
CpgSm2UnauthorizedloginAttlempts 9003
CpqSm?2BatteryFailed 9004
CpgSm2SelfTestError 9005
CpgSm2InterfaceError 9006
CpgSm?2BatteryDisconnected 9007
CpgSm2KeyboardCableDisconnected 9008
CpgSm2MouseCableDisconnected 9009
CpgSm2ExternalPowerCableDisconnected 9010
CpgSm2LogsFull 9011
CpgSm2SecurityOverrideEngaged 9012
CpgSm?2SecurityOverrideDisengaged 9013

Threshold management (CPQTHRSH.MIB)

Table 37 Threshold management (CPQTHRSH.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgMeRisingAlarmExtended 10005

CpgMeFallingAlarmExtended 10006

CpgMeCeriticalRisingAlarmExtended 10007

CpgMeCeriticalFallingAlarmExtended 10008

Host system information (CPQHOST.MIB)

Table 38 Host system information (CPQHOST.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgHo2GenericTrap 11003

CpgHo2AppErrorTrap 11004

CpgHoProcessEventTrap 11011

CpgHoCeriticalSoftwareUpdateTrap 11014

Appendix C: HP Event Rules 102



Uninterruptible power supply (CPQUPS.MIB)

Table 39 Uninterruptible power supply (CPQUPS.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpqUps2LineFailed 12006 12007

CpqUps2LineOk 12007

CpqUps2Shutdown 12008 12009
CpqUps2Confirmation 12009

CpqUps2Batterylow 12010

CpqUpsOverload 12011

CpqUpsPendingBatteryFailure 12012

CpqUpsGenericCritical 12013

CpqUpsGenericlnfo 12014

Recovery server information (CPQRECOV.MIB)

Table 40 Recovery server information (CPQRECOV.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgRsPartnerFailed 13001

CpgRsStandbyCableFailure 13002

CpgRsStandbyFailure 13003

CpgRsOnlineCableFailure 13004

CpgRsFailoverFailed 13005

Manageable IDE drives (CPQIDE.MIB)

Table 41 Manageable IDE drives (CPQIDE.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgldeDriveDegraded 14001 14002

CpqldeDriveOk 14002

CpgldeDriveUliraAtaDegraded 14003 14002

CpgldeAtaDiskStatusChange 14004

CpgldeAtaDiskStatus:ok 2

CpgldeAtaDiskStatus:smartError _3 14004_2

CpgldeAtaDiskStatus:failed 4 14004_2

CpgldelogicalDriveStatusChange 14005

CpgldelogicalDriveStatus:ok 2

CpgldelogicalDriveStatus:degraded 23 14005_2

CpgldelogicalDriveStatus:rebuilding 4 14005_2

CpgldelogicalDriveStatus:failed 5 14005_2
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Cluster systems information (CPQCLUS.MIB)

Table 42 Cluster systems information (CPQCLUS.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpqClusterNodeDegraded 15003
CpqClusterNodeFailed 15004
CpqClusterResourceDegraded 15005
CpqClusterResourceFailed 15006
CpqClusterNetworkDegraded 15007
CpqClusterNetworkFailed 15008

Fibre channel array information (CPQFCA.MIB)

Table 43 Fibre channel array information (CPQFCA.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgFcalogDrvStatusChange 16001 16001
CpgFcalogDrvStatus:ok 2
CpgFcalogDrvStatus:failed 23 16001_2
CpgFcalogDrvStatus:unconfigured _4 16001_2
CpgFcalogDrvStatus:recovering 5 16001_2
CpgFcalogDrvStatus:readyForRebuild _6 16001_2
CpgFcalogDrvStatus:rebuilding 7 16001_2
CpgFcalogDrvStatus:wrongDrive 8 16001_2
CpgFcalogDrvStatus:badConnect 9 16001_2
CpgFcalogDrvStatus:overheating _10 16001_2
CpgFcalogDrvStatus:shutdown _1 16001_2
CpqgFcalogDrvStatus:expanding _12 16001_2
CpgFcalogDrvStatus:notAvailable _13 16001_2
CpgFcalogDrvStatus:quevedForExpansion  _14 16001_2
CpgFcaSpareStatusChange 16002 16002
CpgFcaSpareStatusChange:inactive 2 16002_2
CpgFcaSpareStatusChange:failed 3 16002_5
CpgFcaSpareStatusChange:building 4
CpgFcaSpareStatusChange:active 5
CpgFcTapeCntlrStatusChange 16008 16008
CpgFcTapeCntlrStatus:ok 2
CpgFcTapeCntlrStatus:offline _3 16008_2
CpgFcChntlrActive 16014
CpgFca2PhyDrvStatusChange 16016
CpgFcaPhyDrvStatus:unconfigured 2
CpgFcaPhyDrvStatus:ok _3
CpgFcaPhyDrvStatus:threshExceeded 4 16016_3
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Table 43 Fibre channel array information (CPQFCA.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgFcaPhyDrvStatus:predictiveFailure 5 16016_3
CpgFcaPhyDrvStatus:failed _6 16016_3
CpgFca2AccelStatusChange 16017
CpgFcaAccelStatus:invalid 2
CpgFcaAccelStatus:enable 3
CpgFcaAccelStatus:tmpDisabled _4
CpgFcaAccelStatus:permDisabled 5
CpgFca2AccelBadDataTrap 16018
CpgFca2AccelBatteryFailed 16019
CpqgFca2CnilrStatusChange 16020
CpgFcaCntlrStatus:ok 2
CpgFcaCntlrStatus:failed 3 16020_2
CpgFcaCntlrStatus:offline 4 16020_2
CpgFca2HostCnilrStatusChange 16021
CpgFcaHostCntlrStatus:ok 2
CpgFcaHostCntlrStatus:failed 3 16021_2
CpgFcaHostCntlrStatus:shutdown 4 16021_2
CpgFcaHostCntlrStatus:loopDegraded 5 16021_2
CpgFcaHostCntlrStatus:loopFailed 6 16021_2
CpqExtArrayLogDrvStatusChange 16022
CpgFcalogDrvStatus:ok 2
CpgFcalogDrvStatus:failed _3 16022_2
CpgFcalogDrvStatus:unconfigured 4 16022_2
CpgFcalogDrvStatus:recovering 5 16022_2
CpgFcalogDrvStatus:readyForRebuild 6 16022_2
CpgFcalogDrvStatus:rebuilding 7 16022_2
CpgFcalogDrvStatus:wrongDrive 8 16022_2
CpqgFcalogDrvStatus:badConnect 9 16022_2
CpgFcalogDrvStatus:overheating _10 16022_2
CpgFcalogDrvStatus:shutdown _1 16022_2
CpgFcalogDrvStatus:expanding _12 16022_2
CpgFcalogDrvStatus:notAvailable _13 16022_2
CpgFcalogDrvStatus:quevedForExpansion  _14 16022_2
CpgFcalogDrvStatus:hardError _15 16022_2
CpgExiTapeDriveStatusChange 16023
CpgFcTapeDriveStatus:ok 2
CpgFcTapeDriveStatus:degraded 3 16023_2
CpgFcTapeDriveStatus:failed 4 16023_2
CpgFcTapeDriveStatus:offline 5 16023_2
CpqgFcTapeDriveStatus: missingWasOk 6 16023_2
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Table 43 Fibre channel array information (CPQFCA.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgFcTapeDriveStatus:missingWasOffline  _7 16023_2
CpqExiTapeDriveCleaningRequired 16024
CpqExtTapeDriveCleanTapeReplace 16025
CpqExtTapelibraryStatusChange 16026
CpgFcTapelibraryStatus:ok 2
CpgFcTapelibraryStatus:degraded _3 16026_2
CpgFcTapelibraryStatus:failed 4 16026_2
CpgFcTapelibraryStatus:offline 5 16026_2
CpgExiTapelibraryDoorStatusChange 16027
CpgFca3HostCnilrStatusChange 16028
CpgFcaHostCntlrStatus:ok 2
CpgFcaHostCntlrStatus:failed _3 16028_2
CpgFcaHostCntlrStatus:shutdown _4 16028_2
CpgFcaHostCntlrStatus:loopDegraded 5 16028_2
CpgFcaHostCntlrStatus:loopFailed _6 16028_2
Network Interface Card information (CPQNIC.MIB)
Table 44 Network Interface Card information (CPQNIC.MIB)
Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgNic2ConnectivityRestored 18005
CpgNic2Connectivitylost 18006 18005
CpgNic2Redundancylncreased 18007 18008
CpgNic2RedundancyReduced 18008
CpgNicViruslikeActivityDetected 18009
CpgNicViruslikeActivity Stopped 18010 18009
Operating system management (CPQWINOS.MIB)
Table 45 Operating system management (CPQWINOS.MIB)
Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpqOsCpuTimeDegraded 19001
CpqOsCpuTimeFailed 19002
CpqOsCacheCopyReadHitsDegraded 19003
CpqOsCacheCopyReadHitsFailed 19004
CpqOsPageFileUsageDegraded 19005
CpqOsPageFileUsageFailed 19006
CpqOslogicalDiskBusyTimeDegraded 19007
CpqOslogicalDiskBusyTimeFailed 19008
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Rack and power management (CPQRPM.MIB)

Table 46 Rack and power management (CPQRPM.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

cpgRPMTrapDeviceConnected RPM_1

cpgRPMTrapConnectionlost RPM_2 RPM_1
cpqRPMTraplookupFailed RPM_3

cpqRPMTrapConnectionFailed RPM_4

cpgRPMTrapDeviceSettingsChanged RPM_5

cpgRPMTrapUPSInputVoltageBelowMin 20001 20003
cpgRPMTrapUPSInputVoliageAboveMax 20002 20003
cpgRPMTrapUPSInputVoliageNormal 20003
cpaRPMTrapUPSOutputVoltageBelowMin 20011 21020
cpgRPMTrapUPSOutputVoltageAboveMax 20012 21020
cpqRPMTrapUPSOutputOverload 20014 20015
cpaRPMTrapUPSOutputOverloadCleared 20015

cpqRPMTrapUPSBatteryDepleted 20022 20022
cpgRPMTrapUPSBatterylevelNormal 20023

cpgRPMTrapUPSOnBypass 20032

cpgRPMTrapUPSTemperaturelow 20101 20103
cpgRPMTrapUPSTemperatureHigh 20102 20103
cpgRPMTrapUPSTemperatureNormal 20103

cpqRPMTrapUPSInternalFailure 20111 20111
cpqRPMTrapUPSInternalFailureCleared 20112

cpgRPMTrapUPSBatteryFailure 20121 20122
cpgRPMTrapUPSBatteryFailureCleared 20122

cpgRPMTrapUPSDiagnosticTestFailed 20131 20132
cpgRPMTrapUPSDiagnosticTestSucceeded 20132

cpgRPMTrapUPSInputUnderOverFreq 20141 20142
cpqRPMTrapUPSInputUnderOverFreqCleared 20142

cppqRPMirapUPSStartedOnBattery 20151 20152
cppqRPMirapUPSStartedOnBatteryCleared 20152

cpqRPMTrapUPSBypassNotAvailable 20161 20162
cpgRPMTrapUPSBypassNotAvailableCleared 20162

cpqRPMTrapUPSUtilityFail 20171 20172
cpqRPMTrapUPSUtilityFailCleared 20172

cpgRPMTrapUPSUtilityNotPresent 20181 20182
cpgRPMTrapUPSUtilityNotPresentCleared 20182
cpqRPMTrapUPSBypassManualTurnedOn 20191 20192
cpqRPMTrapUPSBypassManualTurnedOff 20192

cpgRPMTrapUPSSiteWiringFault 20201 20202
cpgRPMTrapUPSSiteWiringNormal 20202
cpgRPMirapUPSTemperatureOutOfRange 21007 21008

Appendix C: HP Event Rules 107



Table 46 Rack and power management (CPQRPM.MIB)

Trap name OID (IM) Cleared by New in
Revision 4.0

cpgRPMirapUPSTemperatureOutOfRangeCleared 21008

cpgRPMTrapUPSShutdownPending 21011 21012

cpgRPMTrapUPSShutdownPendingCleared 21012

cpqRPMTrapUPSShutdownimminent 21013 21014

cpgRPMTrapUPSShutdownlmminentCleared 21014

cpgRPMirapUPSOutputoutofRange 21019 21020

cpgRPMTrapUPSOutputVoltageNormal 21020

cpgRPMtrapUPSInputOutofRange 21021 21022

cpgRPMirapUPSInputOutofRangeCleared 21022

cpqRPMTrapUPSLossOfRedundancy 21023 21024

cpqRPMTrapUPSLossOfRedundancyCleared 21024

cpaRPMTrapUPSOnBuck 21029

cpgRPMTrapUPSOnBoost 21031

cpqRPMTrapUPSManualloadDumped 21033 21034

cpqRPMTrapUPSManualloadDumpedCleared 21034

cpqRPMTrapUPSFanFailure 21035 21036

cpgRPMTrapUPSFanFailureCleared 21036

cpqRPMTrapUPSEPOlnitiated 21037

cpqRPMTrapUPSCheckBreaker 21041 21042

cpqRPMTrapUPSCheckBreakerCleared 21042

cpgRPMTrapUPSCabinetDoorOpen 21045 21046

cpqRPMTrapUPSCabinetDoorOpenCleared 21046

cpgRPMirapUPSBypassOnAuto 21047 21048

cpaRPMirapUPSBypassOnAutoCleared 21048

cpgRPMTrapUPSBatteriesDisconnected 21053 21054

cpqRPMTrapUPSBatteriesDisconnectedCleared 21054

cpgRPMTrapUPSBatterylow 21055 21056

cpqRPMTrapUPSBatterylowCleared 21056

cpgRPMTrapUPSBatteryDischarged 21057 21058

cpgRPMTrapUPSBatteryDischargedCleared 21058

cpqRPMirapUPSBypassONManual 21059 21060

cpqRPMtrapUPSBypassOffManual 21060

cpqRPMTrapUPSOnBattery 21063 21064

cpqRPMTrapUPSOnUtilityPower 21064

cpqRPMTrapUPSDCStartOccurred 29998 29999

cpaRPMTrapUPSDCStartOccurredCleared 29999

cpgPMTrapCritical PM_1

cpqPMTrapWarning PM_2

cpqPMTraplnformation PM_3

cpaPMTrapCleared PM_4
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Rack enclosure information (CPQRACK.MIB)

Table 47 Rack enclosure information (CPQRACK.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgRackNameChanged 22001

CpgRackEnclosureNameChanged 22002

CpgRackEnclosureRemoved 22003 22004
CpgRackEnclosurelnserted 22004

CpgRackEnclosureTempFailed 22005 22007
CpgRackEnclosureTempDegraded 22006 22007
CpgRackEnclosureTempOk 22007

CpgRackEnclosureFanFailed 22008 22010
CpgRackEnclosureFanDegraded 22009 22010
CpgRackEnclosureFanOk 22010

CpgRackEnclosureFanRemoved 22011 22012
CpgRackEnclosureFanlnserted 22012

CpgRackPowerSupplyFailed 22013 22015
CpgRackPowerSupplyDegraded 22014 22015
CpgRackPowerSupplyOk 22015

CpgRackPowerSupplyRemoved 22016 22017
CpgRackPowerSupplylnserted 22017

CpgRackPowerSubsystemNotRedundant 22018

CpgRackPowerSubsystemLineVoltageProblem 22019

CpgRackPowerSupplyInputlineStatus:noError _1

CpgRackPowerSupplyInputlineStatus: 2 22019_1
lineOverVoltage

CpgRackPowerSupplyInputlineStatus: _3 22019_1
lineUnderVoltage

CpgRackPowerSupplylnputlineStatus:lineHit 4 22019_1
CpgRackPowerSupplylnputlineStatus:brownout  _5 22019_1
CpgRackPowerSupplyInputlineStatus: 6 220191
linePowerloss

CpgRackPowerSubsystemOverloadCondition 22020

CpgRackPowerShedAutoShutdown 22021

CpgRackServerPowerOnFailedNotRedundant 22022

CpqgRackServerPowerOnFailedNotEnoughPower 22023

CpgRackServerPowerOnFailedEnclosure 22024

NotFound

CpgRackServerPowerOnFailedPower 22025

ChassisNotFound

CpgRackServerPowerOnManualOverride 22026

CpgRackFuseOpen 22027

CpgRackServerBladeRemoved 22028 22029
CpgRackServerBladelnserted 22029

Appendix C: HP Event Rules 109



Table 47 Rack enclosure information (CPQRACK.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgRackPowerChassisNotloadBalanced 22030

CpgRackPowerChassisDcPowerProblem 22031

CpgRackPowerChassisAcFacilityPowerExceeded 22032

CpgRackPowerUnknownPowerConsumption 22033
CpgRackPowerChassisLoadBalancingWire 22034
Missing

CpgRackPowerChassisTooManyPowerChassis 22035

CpgRackPowerChassisConfigError 22036

Console management controller (CPQCMC.MIB)

Table 48 Console Management Controller (CPQCMC.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpgCmcalarmTemp] 153001

CpgCmcStatusTemp1:normal 2

CpgCmcStatusTemp 1:warning 3 153001_2

CpgCmcStatusTemp 1:0verMax 4 153001_2

CpgCmcStatusTemp1:underMin 5 153001_2

CpgCmcStatusTemp 1:noSensor 6 153001_2

CpgCmcStatusTemp1:error 7 153001_2

CpgCmcalarmTemp?2 153002

CpgCmcStatusTemp2:normal 2

CpgCmcStatusTemp2:warning 3 153002_2

CpgCmcStatusTemp2:overMax 4 153002_2

CpqgCmcStatusTemp2:underMin 5 153002_2

CpgCmcStatusTemp2:noSensor o) 153002_2

CpgCmcStatusTemp2:error 7 153002_2

CpgCmcalarmFan1 153003

CpgCmcalarmFan?2 153004

CpgCmcalarmVoltage 153005

CpgCmcalarmHumidity 153006

CpgCmcStatusHumidity:normal 2

CpgCmcStatusHumidity:overMax 3 153006_2

CpgCmcStatusHumidity:underMin 4 153006_2

CpgCmcStatusHumidity:noSensor 5 153006_2

CpgCmcStatusHumidity:error 6 153006_2

CpgCmcalarmlnput1 153007

CpgCmcalarmlnput2 153008

CpgCmcalarmlnput3 153009

CpgCmcalarmlnput4 153010
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Table 48 Console Management Controller (CPQCMC.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgCmcalarmlock1 153011
CpgCmcStatuslock 1Lock:locked 2
CpgCmcStatuslock1Lock:unlockedAuto 23 153011_2
CpgCmcStatuslock1Lock:unlockedTime 4 153011_2
CpgCmcStatusLock 1Lock:unlockedSmoke 5 153011_2
CpgCmcStatuslock 1Lock:unlockedKey _6 153011_2
CpgCmcStatuslock 1Lock:unlockedPwrFail 7 153011_2
CpgCmcStatuslock1Lock:unlockedBattlow _8 153011_2
CpgCmcStatusLock 1Lock:unlockedNetFail 9 153011_2
CpqgCmcStatusLock 1Lock:unlockedConnFail 10 153011_2
CpgCmcStatuslock1Lock:readyTolock _1 153011_2
CpgCmcStatuslock1Lock:alarm _12 153011_2
CpgCmcStatusLock 1Lock:configError _13 153011_2
CpgCmcStatuslock 1Lock:notAvail _14 153011_2
CpgCmcalarmlock?2 153012
CpgCmcStatuslock2Llock:locked 2
CpgCmcStatusLock2Llock:unlockedAuto 3 153012_2
CpgCmcStatuslock2Lock:unlockedTime 4 153012_2
CpgCmcStatuslock2Llock:unlockedSmoke 5 153012_2
CpgCmcStatuslock2Llock:unlockedKey 6 153012_2
CpgCmcStatusLock2Lock:unlockedPwrFail 7 153012_2
CpgCmcStatuslock2Lock:unlockedBattlow _8 153012_2
CpgCmcStatuslock2Llock:unlockedNetFail 9 153012_2
CpgCmcStatuslock2Lock:unlockedConnFail 10 153012_2
CpgCmcStatusLock2Llock:readyTolock _1 153012_2
CpgCmcStatuslock2Llock:alarm _12 153012_2
CpgCmcStatusLock2Llock:configError _13 153012_2
CpgCmcStatuslock2Lock:notAvail _14 153012_2
CpgCmcalarmSmoke 153013
CpgCmcStatusSmoke:cleared 2
CpgCmcStatusSmoke:present 3 153013_2
CpgCmcStatusSmoke:noSensor 4 153013_2
CpgCmcalarmShock 153014
CpgCmcStatusShock:cleared 2
CpgCmcStatusShock:present 23 153014_2
CpgCmcStatusShock:noSensor 4 153014_2
CpgCmcalarmAux]1 153015
CpgCmcStatusAux1:0k 2
CpgCmcStatusAux1:alarm 3 153015_2
CpgCmcStatusAux1:noSensor 4 153015_2
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Table 48 Console Management Controller (CPQCMC.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgCmcalarmAux2 153016
CpgCmcStatusAux2:ok 2
CpgCmcStatusAux2:alarm 3 153016_2
CpgCmcStatusAux2:noSensor _4 153016_2
CpgCmcalarm1 153017
CpgCmcStatusAlarm1:0k 2
CpgCmcStatusAlarm1:alarm 23 153017_2
CpgCmcalarm2 153018
CpqCmcStatusAlarm?2:ok 2
CpgCmcStatusAlarm?2:alarm _3 153018_2
CpgCmcalarmlock1Dev 153019
CpgCmcStatuslock1Dev:ok 2
CpgCmcStatusLock 1Dev:powerFail 3 153019_2
CpgCmcStatuslock 1Dev:lowBattery _4 153019_2
CpgCmcStatuslock 1Dev:replaceBatt 5 153019_2
CpgCmcStatuslock 1Dev:missingBatt 6 153019_2
CpgCmcStatusLock 1Dev:noConnect 7 153019_2
CpgCmcStatuslock 1Dev:notAvail _8 153019_2
CpgCmcalarmlock2Dev 153020
CpgCmcStatuslock2Dev:ok 2
CpgCmcStatusLock2Dev:powerFail 3 153020_2
CpqCmcStatuslock2Dev:lowBattery _4 153020_2
CpgCmcStatuslock2Dev:replaceBatt 5 153020_2
CpgCmcStatuslock2Dev:missingBatt 6 153020_2
CpgCmcStatusLock2Dev:noConnect 7 153020_2
CpqCmcStatusLock2Dev:notAvail _8 153020_2
CpgCmcSetupChanged 153100
CR3500 RAID controller (CPQCR.MIB)
Table 49 CR3500 RAID controller (CPQCR.MIB)
Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpqCrController 1FailureTrap 1 2
CpqCrController1InformationTrap 2
CpqCrController2FailureTrap 3 4
CpqCrController2informationTrap 4
CpqCrlogDrivelnformationTrap 5
CpqCrlogDriveFailureTrap 6 5
CpqCrlogDriveReconstructTrap 7 5
CpqCrlogDriveReducedTrap 8 5
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Table 49 CR3500 RAID controller (CPQCR.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

CpqCrlogDrivelnitializingTrap 9 5

CpqCrDisklnformationTrap 10

CpqCrDiskFailureTrap 11 10

CpqCrDiskReconstructTrap 12 14

CpqCrDiskAvailableTrap 13 14

CpqCrDiskSpareTrap 14

CpqCrEMUNormalTrap 15

CpqCrEMUFanFailureTrap 16 17

CpqCrEMUFanInformationTrap 17

CpqCrEMUPowerSupplyFailureTrap 18 19

CpqCrEMUPowerSupplylnformationTrap 19

CpqCrExpCabFanFailureTrap 20 21

CpqCrExpCabFanlnformationTrap 21

CpqCrExpCabPowerSupplyFailureTrap 22 29

CpqCrEMUTemperatureWarningTrap 23 25

CpqCrEMUTemperatureCritical Trap 24 25

CpqCrEMUTemperaturelnformationTrap 25

CpqCrExpCabTemperatureWarningTrap 26 28

CpqCrExpCabTemperatureCriticalTrap 27 28

CpqCrExpCabTemperaturelnformationTrap 28

CpqCrExpCabPowerSupplylnformationTrap 29

CpqCrPhyDiskInformationTrap 30
CpqCrPhyDiskFailureTrap 31 30
CpqCrPhyDiskReconstructTrap 32 33
CpqCrPhyDiskAvailableTrap 33
CpqCrPhyDiskSpareTrap 34

HP Storage Area Networks Management Appliance
(CPQSANAPP.MIB)

Table 50 HP Storage Management Appliance (CPQSANAPP.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

swFailureTrap (1) SanW_1 SanW_4

swWarningTrap (2) SanW_2 SanW_4

swinformationTrap (4) SanW_4
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StorageWorks Command Console (CPQSWCC.MIB)

Table 51 StorageWorks Command Console (CPQSWCC.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
CpgSwccKzpccPhyDeviceEventTrap Kzpee_1
B
2
3
CpgSwecKzpecVirtualDeviceEventTrap Kzpce_2
2
3
CpgSwecKzpecSubsystemEventTrap Kzpec_3
B
2
3
CpgSweccFibreDeviceStatusChange Fibre_1
)
3 2
4 2
CpgSwecTapeControllerStatusChange Tape_2
B
2
3 2
4 2
CpgSweccEmuDevDeviceStatusChange Emu_1
2
3 2
4 2
Switch traps (CIMTRAPS.MIB)
Table 52 CIM traps (CIMTRAPS.MIB)
Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
switchFirmwareTransferred 161001
switchConfigFileTransferred 161002
switchTFTPTransferSucceeded 161003
switchTFTPTransferFailed 161004 161003
switchFilelnvalid 161005
switchFanFailed 161006 161007
switchFanOk 161007
switchTempSensorDegraded 161008 161010
switchTempSensorFailed 161009 161010
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Table 52 CIM traps (CIMTRAPS.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0
switchTempSensorOk 161010
switchPostSuccess 161011
switchloginFailure 161012
switchlocationChange 161013
switchCubeTypeChange 161014
switchSNTPServiceUnavailable 161015

StorageWorks Enterprise Array Manager (HS_AGENT.MIB)

Table 53 StorageWorks Enterprise Array Manager (HS_AGENT.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

diskFailureTrap Steam_1 Steam_2

diskinformationTrap Steam_2

powerSupplyFailureTrap Steam_3 Steam_4

powerSupplylnformationTrap Steam_4

fanFailureTrap Steam_5 Steam_6

fanInformationTrap Steam_6

cacheBatteryFailureTrap Steam_7 Steam_9

cacheBatterylowTrap Steam_8 Steam_9

cacheBatterylnformationTrap Steam_9

temperatureOverThresholdTrap Steam_10

temperaturelnformationTrap Steam_11

communicationFailureTrap Steam_12 Steam_13

communicationlnformationTrap Steam_13

controllerFailureTrap Steam_14 Steam_15

controllerinformationTrap Steam_15

lunFailureTrap Steam_16 Steam_19

lunReconstructTrap Steam_17 Steam_19

lunReducedTrap Steam_18 Steam_19

luninformationTrap Steam_19

externallnputFailureTrap Steam_20 Steam_21

externallnputinformationTrap Steam_21

cacheBatteryStateUnknownTrap Steam_22 Steam_9

Blade Type-2 traps (BT2TRAPS.MIB)

Table 54 Blade Type-2 traps (BT2TRAPS.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

bt2SwPrimaryPowerSupplyFailure BT2_1
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Table 54 Blade Type-2 traps (BT2TRAPS.MIB)

Trap name OID (IM_) Caused by Cleared by New in
Revision 4.0

bt2SwDefGwUp BT2_2

bt2SwDefGwDown BT2_3 BT2_2

bt2SwDefGwInService BT2 4

bt2SwDefGwNotInService BT2_5 BT2_4

bt2SwVrrpNewMaster BT2_16

bt2SwVrrpNewBackup BT2_17

bt2SwVrrpAuthFailure BT2_18

bt2SwloginFailure BT2_19

bt2SwTempExceedThreshold BT2_22 BT2_31

bt2SwRackLocationChange BT2_26

bt2SwApplyComplete BT2_27

bt2SwSaveComplete BT2_28

bt2SwFwDownloadSucess BT2_29 BT2_30

bt2SwFwDownloadFailure BT2_30

bt2SwTempReturnThreshold BT2_31

bt2SwFanFailure BT2_32 BT2_33

bt2SwFanFailureFixed BT2 33

bt2SwUtdfoltMFailure BT2_34 BT2_35 *

bt2SwUfdfoltMUP BT2_35 *
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