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The research program of the Conputer Science Department
can perhaps be best summarized in terms of its research projects.

The chart on the following page lists the projects and the participa-
tion by faculty and students. The sections following the chart pro-
vide descriptions of the individual projects,

There are a nunber of projects in other schools or depart-
ments which are making significant contributions to conmputer science;
and these add to the total conputer environnent. Descriptions of a
few of these projects are also included with this report. This |ist
of projects outside of Conputer Science does not purport to be conplete
or even representative.

The Publications Committee of the Conputer Science Departnent
has undertaken a project to conpile a conprehensive bibliography of re-
search reports prepared by its faculty and graduated students. This
is a constantly changing file stored as file &K608.BIBLIOGRAPHY ON

SYS13 of the Conputation Center's Canpus Facility.
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RESEARCH PROJECTS OF THE COMPUTER SCIENCE DEPARTMENT
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; o Theory of
Programming | Processing: :
Computer Models and | Analysis, (Computation Mathematical
Simulation the Control Languages, SLAC Analysis H-P 211 cal Pro-
Numerical Artificial ‘of Belief of Computing Data COMP. Programminyg of Control grammi ng Operations
Project Analysis Intelligence Systems Systems Structure GROUP Languages -| Algorithms Computer Language Research (2)
Supporting
Agency(s) o IBM ONR | ARG
NSF ARPA NIH AEC NSF AEC Hewlett- NSF ARO
AEC XEROX NSF Packar NSF
ONR
Principal G.E. Forsythe [J. McCarthy K.M. Colby W.F. Miller| W.F. Miller |W.F. Miller B. Floyd R. Floyd H. Stone G. R. Dantzig G.R. Dantzig
Investigator(s) J. G. Herrio E. Feigenbaum D. Knuth D. Knuth
G. H. Golub A. Samuel
Other Investi- F. Dorr J. Feldman (3) | J. Feldman (3) H. Stone J.R. Ehrman G. Forsythe A. Manne R.W. Cottle
gator(s) C. Moler R. Floyd R. Schank R. Fabry C. Riedl J. Hopcroft (Op. Res.) A.S. Manne
gFacuIty) and Z. Manna H. Enea G.A. Robinson (Op. Res.)
res. Assoc.) L. Earnest F. Hilf H. Sall R. Wilson
E. Ashcroft (Business)
A. Biermann
T. Binford
A. Duffield
R. Engelmore
A. Kay
B. Buchanan
M. Hueckel
D. Luckham
Number of Grad-
uate Research
Assistant(s) (1)
Computer 7 16 3 2
Science Dept. 3 7 2 1 2 1
Supported frgm - 3
Other Dept. : 1 2 0
Fellows and
outside Sup-
port 3 8 3 3
Working on
Project

(1) Some graduate students are teaching assistants, and some are not yet associated with a research project.
(2) Professor Dantzig holds a joint appointment in Computer Science and Operations Research; these research projects are administratively in the latter department.
(3) On leave 1970-1971 academic year.







TABLE OF CONTENTS

SECTI ON

1 Nurerical Analysis.

2. Artificial Intelligence - Conplete Project. . . . . . . ... ..
Heuri stic Dendral
Conputer Sinulation of Belief Systens .

3. Programming Mdels and the Control of Conputing Systems .

4.  Graphics'Processing: Anal ysis, Languages, Data Structure .

6. Programm ng Languages .
7. Analysis of Algorithns.
8. H P 2116 Control Conputer .

-0, Mat hematical Progranm ng Language and Rel ated
(perations Research Activity. o

Sel ected Gther Research in Computing

L Digital Systens Laboratory .
2. Conput i ng and Busi ness Educati on.

3.  Information Retrieval and Library Autonation:
SPI RES/ BALLOTS.

PACE

128

. 169

172







NUMERICAL ANALYSI S RESEARCH

The major conputer science research projects under way in nunerica
analysis are supported by the Ofice of Naval Research, the Nationa
Sci ence Foundation, and the Atomc Energy Commission. Professor GCeorge
Forsythe is the Principal Investigator of the ONR project, which has
been supported at Stanford for 12 years. Professor Forsythe and Professor
John G Herriot are Principal Investigators of the project supported by
NSF.  Professor Gene Golub is Principal Investigator of the AEC project,
but during Golub's sabbatical Forsythe is acting for him Sone of
Prof essor Ceorge Dantzig's work is closely related, but is separately
described under "Qperations Research" bel ow.

These existing projects provide nodest funds to bring visiting
faculty to Stanford for periods of up to one year.

Statenments of the purpose of the research and a listing of the

research areas of the three projects follow

O fice of Naval Research

Pur pose of project: The project has the purpose of conducting research

to increase the effectiveness with which automatic digital conputers are

used to solve contenporary scientific and technol ogical problens of a

mat hematical nature. This includes the invention, criticism and particularly
the mathematical analysis of algorithms for numerical conputation. In

the future it will deal in growing amounts also with algorithns for

synbolic conputation that enters nathematical problens. It wll also




include a study of on-line man-machine interaction in the solution of

mat hematical probl ens.

Research areas: Research projects are selected from the follow ng

areas:

1.

Anal ysis and conputation nmethods for large, sparse matrices
Mnimzing functions of many variables

Conversational node of solving problens

Mai nt enance of scientific program libraries

I mproving, certifying and recording algorithns

Round-of f anal ysi s

Solution of partial differential equations

Nati onal Science Foundation

Purpose of project: The project has purposes that differ very little

from those of the Ofice of Naval Research project. The problem areas now

being investigated include the solution of linear and nonlinear systens of

al gebraic

equations and partial differential equations, and linear and non-

l'inear |east-squares problens.

Research areas: Research projects are mainly selected fromthe fol | ow

ing areas:
L
2.

Analysis of large sparse matrices

Algorithms for |east squares problens, including linear |east
squares problems with inequality constraints, or with a quadratic
constraint, perturbation theory, exponential fitting, interactive
data fitting, and algorithns for large nmatrices

Solution of partial differential equations




b, Mnimzing functions of many variables
5. Conversational node of solving problens
6.  Mintenance of scientific program libraries

7. Publication and evaluation of algorithns

Atonmi c Energy Conmission

Purpose of project: Again, the general purposes of the AEC-

sponsored project are approximately the same as those of the projects
sponsored by the Ofice of Naval Research-and the National Science
Foundation. There is, however, less enphasis on differential equations
and nore attention to problems of mathematical programm ng.

Research areas: Research projects are being selected from the
_ follow ng areas:
1 Nonl i near | east-squares problens
2. Statistical calculations
3. Construction of invariant subspaces
4. Inproving the solution of |inear systens
5. Perturbation theory in linear |east-squares problens

6. Fitting of curves by sums of exponentials

]

Least-squares algorithms for large matrices

Conputation Center

A few of the faculty nmenbers in numerical analysis receive part of
their support fromthe Stanford Conputation Center. This is in return for

consulting and |eadership in the Center's scientific programming library.




For years the Center has had good conpilers and |anguages that were
dialects of Algol €0, and our library had been built around Al gol.
Wth the departure of the IBM 709 in Septenber 1967 and the Burroughs
B5500 in Decenber 1967, the Center now has only Systeni 360 conputers.
Under 0S/360 we have Fortran, including the Watfor conputer, a very slow
PL/1 conpiler, and an extended Al gol dialect called Algol W Fortran,
PL/1 and Algol W now provide for direct access input/output to disks,
the storage of preconpiled prograns, and |inkage w th machine-|anguage
subrout i nes.

The situation is roughly this: mny-of the worlds best snall
algorithns are published in Algol 60; the nost versatile conpiler |anguage
for System/360 is Fortran; and |BMstates that PL/1 is the |anguage of

the future. The problem then, is what |anguage should a scientific

- programming library now deal wth?

Despite the over-all uncertainty, we are continuing to develop and
collect useful algorithns. G H Golub and his students have been
particularly active in this, and are generally using Algol Was the
devel opnent |anguage, while publishing in Algol 60 and translating to
Fortran. Some students under G E. Forsythe are collecting Fortran
prograns from Argonne National Laboratories and other sources, putting
them on disk files of the 360/67 accessible from the WI bur consol e
system nmaking indexes, and creating nuch publicity about their existence. .
A nunber of translations to Fortran have al so been nade.

Qur students are offering to consult for scientific conputer users
at Stanford who have special problens. It requires a good deal of effort
to convince people to take the trouble to seek advice, and then one cannot

always help them
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1, Intreduction

Artiflcliel intelligence is the experimental and theoretical study of

perceptual and Intel|ectual processes using computers, Its ultimate
goal is to understand these processes We| i enough to make a computer
perceive, understand, and act in ways now oniy possible for humans,
The information for this study comes in part from observation of
human behavior, Incjudinag self-observation; but mainly from
expariments with nprograms designed to solve problems chosen to
require the Intellectual processes under study, Many blind alleys

have been and are belng foljowed, and many mistakes are be | ng made,
Nevertheless, a body of fundamental knowledge 1is accumulatling,

We oivide our work, somewhat arblitrar|ly, -into four areas:

1. theory

2, models of cognitive processes

3, speech regognition, and

4, vision and contral
Excert where noted bpe|ows Support has come TFfrom the Advanced Ressarch
Progjects Agency,

1,1 Jheory

Work In Representatlon Theory 1is almed at choosing a syltabl|e
rer+esentation for sltuations and the rules that describe how
situatlons change, Thls description must be general enough to cover
al 1 problem solvlng situations and, even more Important, it must be
able to express all|l|kegly states of knowl|edge of the sltuation and
the rules by which It changes spontaneously or by the actions of the
proolem solver,

Our work Includes Mathematical Theory of Computatlion, which treats,
compuyter programs as mathematlica| opjects and attempts to prove or
disprove that they have certain properties, While this fle|d Is not
strictly a part of agartiticlalintel|lgence, there are a number of
poirts of common Interest, This work has the app|led goal of
eventual iy replacing much debuggling by computer-checked formal proofs
that proarams meet their specifications,.

1.2 Model|s of Cognitive Processes

The Jlargest project concerned wlth cognitive mode is is Heuristla
DENDRAL, This work alms at emulating In & computer Program the
inductive behavior of a chemist in tasks such as the Ildentificatlion
of anm unknown compound from mass spectrum data,

Our research 1 n Grammgtjcal Inference is deveioplng genefa| method8
for inferring arammars from sample strings,

Computer Simulation of Bel|lef Systems !s a projJect with the long
range goal of dJeve|oplng more satisfactory theories and models of
psychopathological Pprocesses, Techniques  for computer-mediated
Interviewing are being developed under a grant from the Natlonal
Institutes of Menta| Health,
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Research In Automatic UJeductjon has developed an Iincreasingly
powerful system Tfor Interactlive theorem~proving, wrltten in LISP,

Machlne Learnlng technlques are belng applled to several problems,
Samuel|’s Checker pProgram continues tc 1improve, and a new program has
been developed for the game of Go,

1,3 Speech Hecognltjon

Work on computer recoanltlon of human speech Initiated by Reddy Is
being extended in several ways, One current effort Is the
app| icatlon of signature-table learning to the ldentifigation of
speech segments,

Annther effort Is concerned wlth the deslgn of speclal languages for
man~rachine communication, Careful analysts of prospective grammars
wi 1| reveal potential phonetic or word-boundary amblgultijes, If
these are avoided, the gonstruction of reflable recognlizerS should be
much eas | er ,

1.4 Vislon and Control

The Hand-Eye Project contlnues to work on the perception of
three-dimensional objecgts, using data from televlslon c¢ameras, and
computer-control led mgnjpulatjon of these objects by mechanhjcal| arms,
An applled goal of %his research Is to be able to automate certain
asserbly tasks that currently must be performed by humans,

There ts related work on the control of vehlcies, based on computer

perception of visua| jnformation, Experiments are belnd performed
with an electrically drjven cart equlipped wlth a televlslon camera
and connected to the computer wlth radio control and televlslon

return i1 Inks,

Finally, a program |s being developed to recognize peop|e from thelr
television Images, based on measurements of reletive |ocatlons of
certain features,

The fol|owlng sectlons describe thls work in a bit more detall, The
coverage |s uneven for two maln reasons, Filrst, the varlious
research projects are at different stages of maturity, so that there
Is naturally more to say about some than others, Second, these

descriptions are the ppoducts of the Indjvidua| researchers, each of
wher has a dlifferent yvigwpoint and verbosity leve|, We have chosen
to publish It as it comgs, rather than edlting to a uniform yiewpoint
and depth,




2. THEORY
2,1 REPRESENTATION THEORY [John McCarthy and Erlk Sandewal|]

Our researcnh In thls area Is based on the paper by McCarthy anc Hayes
(1969), An overview of the problems In this area Is glven In the last
Project Tecnnlcal Report (A[M=87),

During thls vyear, we have concentrated on fInding a way of expressling
KNOw=| T ke concepts (‘kncws’, ‘beljeves’, ‘remembers’, atc.) I n
first-order predicate cal cul us, Thls Is presently one of the
Important problems |n representation theory, Some of the difficultles
are discussed In (McCarthy and Hayes),

Sancewal |l has lately developed a new approach to this problem, and we
believe It will handle some of the previous diffjcultlies, The baslic
ldeas are as Tfollows,

We use a many-sorted |oglc where OBJECTS (lincliuding pefsons) and
PROFERTIES are +two sorts, A vrelatlon IS asslgns a proPerty to an
object, e,q,
IS(peter, tall)
We may have functions from properties to propertles
1S(peter, Very(tal|))
or gore complicated functlons
IS(peter, Morertall|, john))
[ahich 1Is Intended to mean ‘Peter is ta| ler than John'’1]l, or
[$S(321-2578, 0OF(tejephone-number, peter))
Lwhich 1s Intended to mean "321-0578 Is the telephone number of
Peter!, We can then express ‘John knows Peter"s telephone number as
IS(John, Knowina( OF (teleohone=number, peter)))
where "Knowing isafunction from propertles to propertles, Uslng a.
more convenient Infix notatlon for blnary relations and functlions, we
can wrlte the same formula as
John IS Knowing (telephone-number OF peter)

Next, 1In order to handle ‘John knows that ..,.'’-type sentences, we
Introduce a third sort, EVENTS, and a binary function WERE which maps
objects # properties into events, Then 'Olck belleves that Peter'’s
telephone number |s 123-4567' can be phrased (using InfiXx notation)
as

clck 1S Bellaving (123-4567 WERE telephone-number OF peter)

W bel leve that the approach outl|ned here Is adequate for handl| Ing
most of the KNOW-|lke mpodals, We are now Implementing thls approach
In Stanford LISP, A flle of axloms for varjious verbs and other
functions has been set up and Is belng extended, This flle wuses a
convenlent, easy-to-read Inf Ix nctatlon, 1lke the one used above, A
Program whlch translates thls notatlon to the Input notation required
for the GA3 theorem=proving program has been written, A similar
Interface with D, Luckhgm’s proof checker (Memo AIM-1031 is In a late
debuaglng stage, We plan to do experiments wlith questlon-answering
and problem= solving durlng the spring quarter,
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For problem environments where transjtjons between s|tutatjons must
be described (as {n most OF ‘probjem=so|ving’), It may be necessary
to add a sltuation varlgble as a third argument of the relation 1S,
With this convention, the notatjon described above Is a pure
descendant of ear|ler work here on vrepresentation theory,

REFERENCES

1, J, McCarthy and P, Hayes, "Some Ph||osophlcal Problems from the
Standpoint of Artificlal Intel | lgence" In D, Michle (ed),
Machlne Intelligence 4, American t|sevier, New York, 1969,

2. J, McCarthy, et al, "Project Technlcal Report"”, AIM=87, Stanford
Artiticial Intelligence ProlJect, June 1969,

3, J. Allen and D. Luckham, "Anp Interactlve Theorem=Proving
Proaram", AIM-123, Stanford Artiflcial Intelllgence Project,
October 1969,
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2.2 MATHEMATICAL THEORY OF COMPUTATION [John McCarthy, Edward
Ashcroft, Zohar Manna, Stephan Ness, Shiglru lgarashj,
David Wyethel

The reasons for expecting useful results from research Orlented at
using proof checkers to asslst and replace debugging are brilef |y as
fol lows,

1, Slince a computer program Is a mathematical object, .Its
specifications can often be stated In nurely mathematical terms and
the fact that it meets them is often a purely mathematical fact,

2. The specifications that the program must meet can usually be
stated much more briefly than the program Itself and are much more
clearly understandable than the program, Of course, thls Is
decendent o n having a good notatlon for expressimng these
spec!f icatlons, Moreover, many partial specifications such as that
tne proafam shall not go into a loop or use storage not asslgned to
it are particularly egsy to state, .

3, The Informal arguments |n the mind of a programmer as he
writes are never deep ~Aand therefore should be readily expressiole
formally given a sujtable language for dolng so,

4, For the Same regson, a computer program that checks these
proofs of correctness snould offer no dlfflcultles of principle.

5, The confidence of a user in a Program that has been proved to
be correct will be much greater than that in a program that has
merely been tested on a number of cases, He look Tforward to the tlme
when no-one wll| pay money for a program that 1is not proved to meet
Its speclfications,

The road to this goal has quite a Tfew Practlcai difflcu|ties that the

propcsea research Is aimed at overcaoming, Among these are:

1, A convenient Tformalism for writing the specifications does
not yet exist,

2, The forma] I anguages of mathematical logle are realiy
deslaneg Tor proving metatheorems rather than for convenlent use, We
sha | ! have to deyise a language allowing many modes of expression
tnat are presently only used Informally,

3, The practical use of a proof checking system by Programmers
Wil require an an interactive System in which each step of the

reasoning |$§ checked as soon as posslble, It nay even be best that
the programmer be glyen the abil Ity to checkk assertjons about
statements or Subpfograms a soon as he writes the subprogram In
question, This may be especially useful for the standard
speclflicatlions of nonelooping and non-interference with other
storage,

4, Flinally and perhaps most important, there is yet much work to
be gcone to get the proner axioms and rules of Inference and to
describe the semant|ecs of the formal system we need,

15



The Present State of Mathematical Theory of Computatjon

Verlfylra that a computer program meets Its speclfications may
Involve verifying that It Interacts wlth the world outside the
computer correctly, and so may Invo|ve knowledge of the properties of
the wor|d as well ag of the program Itself, However, many of the
desired propertles of a program are purely mathematical consequences
of its structure, Indeed, for most programs al | the deslred
properties such as termination, affecting only Its own Storage,
having a prescrlibed relation between its fnputs and outputs, are
mathematical, Therefore, | nstead Of debugging a program, | .e,
testing Its operation on a limited number of cases, It Should, in
pr incirie, b e posslple to prove that the program meets Its

speclflcatlons, Mathematical theory of computatlon Is concerned with
forrmallzlng the rroperties of conputer programs that constltute their
correctness, - develgoping techniaques for expressing and proving
correctness, and also wlth computer programs that can ver|fy proofs
of correctness, and even with programs that might generate proofs of
correctness,

We cannot expect. to be able to find a general technique for
generating proofs of correciness of programs, The problems are In
general undeclidable and can Involve the solution of arbitrary

problems of the fie|jd of knowledge the program 1Is concerned with, An
extreme example of thjs would be given by a program Tfor 2adding four
tntecers that did it |n the usual way except when the Tour numbers
came out to be a counter-example to fFermat’s last theorem, in which

case it returns 2, Whether the program adds correctly depends on
whether rermat!s |ast theorem Is true, Incldentally, Wwe a|s0o see
that there is no way of debugging the program since It wlil] work
correctly on ail cases except Tfor counter-examples to Fermatfs last
theorem. Although this example Is artificlal, the domaln of
Interesting programs has the property that there 1Is no general method
of proving programs correct and, moreover, no general way of

constructing test cases for debugglng,

On the other hand, express|ing the correctness of programs formally
and formally verifying proofs of thelr correctness seems Intultlively
to be a feasible goal,. When a person writes a program, he has an
intultive idea of what the program |S supposed to do, and as he
writes It , he has intuitive reasons for expecting the steps of the
program to do the rjght thing, The errors made are general ¥
oversights and whgn anr overslght 1is pointed out, the programmer
usually understands h|s m|stake even though It may not be apparent to
him how to Change the program So that 1t wlll meet the
speciflcatlions, Therefore, our problem {s merely one of expressing
In a formal mechanically checkable way reasonings that, In themselves
are not difficult,

There |s a cl ose formal relatjon between mathematical theory of
computation as descrl bed above and the older theory of conput abl e

functlons, | N fact, they deal w|th the same obJects s|ince computer
programs are entlirejy weaqulivalent to Turling machlnes or any of the
other formallsms they use to descrlbe ajgorithms, Unfortunately for
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us, the | r objectives are so different from ours that only the most
elementary of their results are relevant to proving that particular

programs meet their speciflicatjons, Name |¥, the theory of
computablttlty Is concerned with what <classes of problems can be
solved by computapl e functions and various subclasses and
generalizations thereof, It is never concerned with the properties

of sneciflc algorithms,

Another related field 1Is automata theory, Sometimes Its results are
relevant for theory of c¢omnutation, but It too |s not often concerned
with the properties of specific Programs.

A final relevant teryis Tormal syntax, Thls has been helpful I[n
defining the set of admjsslble strings of programming languages, but
the definitions have ysyally not taken a form that perm|ts an equally
fornai agefinltion of their semantics, Some recent work of Knuth
(19£8) daeals with the problem of assignling semantics to context-free
languages by definitions that paralle| the productions that define
the syntax, It turns oyt in some of Knuth’s examples, that even when
the syntax 1Is context-free, the semantics of an expression depends on
the context,

The goal of uslng mathematical theory of computatien to replace
debungina was flrst stated In (McCar tny 1963a), but some results
sianit lcant for realizjng this goal were obtained earlier, 1In (Yanov
196C)Y, programs were represented by Db lock schemata Whlch are
essentially the Same as fiow charts, A notion of eaulvalence of
b 1ok schemata was deflined and a decision procedure for thls
egwlvalence was 4aiven, The Soviet school of “theory of programming",
as they call Ity has mainly concentrated on developing and
elaporating Yanov'’s ngtlon, Eaulvalence of schemata Is stronger

than equivalence of programs in that two equivalent programs (In the
sense that for the same Inputs they glve the same outputs) may have
Ineguivalent schemata, In fact, the transformations that preserve
Yanov eauivalence are so |imlited that no one has tried to apply them
to actual programs,

Yanov schemata can be regarded as Algol programs us I ng only

asslgnnent-statements of the form x t= f(x) and go to’s of the form
it p(x) then go to a;

with the Tfurther restriction that there Is only one varlable x 1in the

whole program, Equivalence of schemata ineans Inpyt=output
equivalence for all dgmains of the varlable and al| interpretations
of the Ffunction gnd predlcate letters, Yanov showed that thls
equl va | ence is decidable even with certaln addltlonal conditions

about the effect of executing the asslgnment statemenmts on the values
of the predicates, 5ee (Rutledge 1964) for detalls,

The deeidablillty of Yanov schemata goes away., however, If we allow
two different varjables Or Impose algebralc relat|lonS among the
functiors, This is shown in (Luckham and Park 1964),

Seml|~deflinlitive results in this dlrection were obtalned by Manna
(1968)» who allows flrst order ax|oms8 to relate the functlions and
prealcates and shows that termination |Is equivalent to the truth of a
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formula of predicate cajculus, He also can treat relatlons between

input and output and equivalence under the conditlons that both
programs terminate for given |[nputs,

It turns out, however, that almost all Interesting results concerning

actua | programs require mathematlical| Induction for thelr proof, In
first order formujlatlions this means that axlom schemata and not just
finite sets of axloms are required, In fact, the termination of a
Program [Is eauivaient to an axiom schema; the wusual inductlon schema
of flrst order arithmetlc Is equjvalent to the termination of a
program that starts with a given [nteger and counts down until 1 t

reaches zero,

The first formalized use of induction for proving equivalence and
other propertles of programs Is in (McCarthy 1963a) wherein a method
called- recursion Induction was g lven for proving equivalence and
relations between the arguments and values of functlons def Ined
recursively using conditional expressions, (This paper 1is probably
also the first to describe the potential use of mathematical theory
of conputat ton to rep |ace debugging,) Examples of proofs were given
for the e i ementary Tfunctions of Integers and also Tfor LISP functions
of symbnllec expressjions, The method was further developed and
extended to Alaol=-likse proarams 1In (McCarthy 1963b),

loyo(1967) gave another method of Proving properties of Algal-like
programs, The two methods are equall|y powerful| but apparently not
equivalent; Floyd’s method is more intuitive for Algo|~-||ke programs,
Neither method treats termination and requlre that the terminatlion of
programs be establ Ished by other (at tnat time unformal |zed) methods,

Manna (1969a and b) recast Floyd’s formalism radlically so as to be
able to treat termination and McCarthy dlscover“ed how to recast his
Oown forralization so as also to treat termination, Manna 2nd Pnue] Il
(1969c) showed how to unify the recursive function and Aigoi Ic
program results, Each formalism has Its advantages for different
classes of problems, (The recursive function formallsm is More easily
manipulated mathematica|ly when the problem Ffits that form, but thls
is not always the case,)

A second mat n I ine of development of mathematical theory of
computation I|s the semantlic definition of programmling Janguages, Thls
makes possible proofs of the correctness of translators, This
started wlth (McCarthy 1963b) which introduces the notion of abstract
syntax, a syntact|c tool that permits the convenient definition of
semantlics and the description of translators, This paper @2|s0 shOws
how to def Ine semantics by a recurslive interpreter using a state
vector and also glyes a definltion of the correctness of a
translator, Thls is appl| led to deflnlng the semantics of a subset of
Algol In (McCarthy 1966) and to proving the correctness of a
translator for arithmetic expressions In (McCarthy and Palnter 1967),
Painter (1967) extended the method to Proving the correctness of
translators for sSimple Algollec programs, These proofs Involved
rather complicated formagllsm which dlscouraged attempts to apply the
method to more complicated languages, A new approach by Morris (1970
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we hope) seems to avoid these complications,

The 1ideas of abstract syntax and state vectors were used by the [IBM
Vienna group ( Lucas et, al, 1968) to define the semantics of PL/I,
but they got into severe comp|licatinons In the description, partly due

to the rany anomalies in PL/I, The mathematical properties of thejr
notation have not as yet been formalized and |t is not ¢ 1 ear that
they wll| be able to treat correctness of translators,

Other purely descriptijve formalisms are those of Landin (languages
are described by giving rules for translation into lambda calculus),
Van Wijngarten (langugges are descrlbed by giving thelr data as
strings and giving Markgv= like algorithms for the elaboration of the
computation), the formalism of de Bakker (1968), and the lambda
calculus formaiism of (Ledgard 1969), In our opinion, the usefulness
of a descriptive formalism Is, in the long run, determinea by its
usability for the description of transia-tion procedures and proofs of

the | r correctness, In this connection, the results of Donovan and
Ledgard (1967) are interesting in that they apply Donovan’s canonic
systems to the complete syntact | ¢ description of Programming

languages, 1including the restrictions (such as that an identifier
usea in a go to statement must appear exactly ONCe as a label) that
canrot be described in Chomsky type languages, Donovan’s methods
al so al low the relatjon between a source program and certain
translations of it to be defined, We hope to be able to use some of
his “iaeas In connectlon with abstract syntax,

Another relevant line of work is the development of partlal predicate
calculus in mathematical logic, The formalisms described In (wWang
1961), (McCarthy 1963¢), and (Hayes 1969) provide a TfTormalism in
which proofs OFf correctness of programs can be made (Manna and
McCarthy, 197@) tecause computable functions can be substituted In.
their valid Tformulas without Ffirst determining that they are  total,
l,e, that the algorithms terminate,

The aevelopment OFf resolutjon methods of theorem proving starting
with (Raoblinson 1965) provide a basis for writing proof checkers that
can also do Part of the work of constructing the proof, Proof
checkers in-general-are dlscussed in . (McCarthy 1944 ) and one for
resolution proofs is described In (McCarthy 1965},

In the 1last year, a number of new approaches have appeared, Burstaj]
(1972) applies first order loglc to describing both the syntax and
the semantics of an extensive Algo]| subset, By using the axlom
schema of mathematical induction, he can prove the correctness and

terpInatliogn of Sipple programs,

Scott (1973) has defined a partial function theory analogous to set
theory that contains vpartlal funetlons of higher tyPes, The
undef i ned element of each type and a partlal ordering according to
relative deflinedneSs are introduced, Recursion Is introducea by a
combinator that g@gjves the least fixed polnt of a partial function,
The axioms include a dlpect generalization of vrecursion induction,
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Park (1970) has wused the Knaster~Tarskl fixpoint theorem for comp|ete
lattices to glve a fixpolnt theorem for predicate calculus formulas,
By approprliate choglege of formulas, the theorem gives
I) the results of Manna and Pruell (1969¢c) for recursively
defined fynetlions
il) a statement of vrecursion induction, and
i) certain interesting propertles of the Interpretations
satisfying the formula (e,g9, the appropriate Induction
principle for such |nterpretations),

Recent work (1972) jn the Al ProJect!

Ashcroft and Manna (1972) have extended the methods of Floyd and

Manna to parallel Drogragms, A | though the Programs considered are
syntact I cal|y. simple, they do exhibit Interacton between
asynchronous paral le!l ppocesses, The formalization can be extended
to more complicgted programs, The method s based .on a

transformation of paral|e| programs Into non-deterministic programs,
the propertlies of which have been formalized in Manna (197@a), The
nondeterministic programs are in general much larger than the
paral iel Programs they correspond to, A simpliflication method Is
therefore Presented which, for a given parallel program, @a]]ows the
construction of a simple equjlvaient paralifel program, Whose
correspondling non-detgrministic program Is of reasonable slze,

Manna (1978b) demonstrates conclusively that al| properties regularly
observed 1in programs (deterministic or non=deterministje) can be
formulated in terms of a formallzatjon of ‘partial correctness”,

Ashcroft (1978) ‘'explalns’ this by formuiating the notjon of an
Intuitiveiy ‘adeqguate’ definition (in Predicate calculus) of the
semantics of a language or a Program, He shows the re|atlonship
between a forma|lzation or partial correctness of a program and an
“adequate” logical definition of 1its semantics,

Manra and Ness (197@) have Tformalized techniques for Proving the
terrination of algorithms us I ng wel (-ordered sets, They give
effective Sufficient cond|tlons for termination as well as
non-effectlive necessary and sufflclent conditions,

Manna end McCarthy (1970) formalize propertles of Lisp~|!lke programs
using Partial function {oglc, where the partial functions ©Occuringin
the formulas are exact|y those computed by the programs, They
distinaulsh between two types of computation rules--sequent/al and
parallel,

Among work In progress, Iaarash]l |s developing further axlomatic
methods for the semantics of Algol!=|lke. Ilanguages, mainly based on
hils ear|ler studlies, but allowlng the methods of Floyd to be earr led
out within the formalism, A metatheorem is included which can be
interpreted as a proof of correctness of a conceptual compllier far
the programs treated by the formalism,
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In

summrary, mathematical theory of cgomputatign has become a | lvejy

discipline, and much of the work |s oriented In directions that wlil
evertually enable us to vreplace most debugging,
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3, MODtLg OF COGNITIVE PROCESSES

2,1 DENDRAL PROUJUFCT [Edward Feigenbaum, Joshua ({ederberaq, Bruce
Ruchanan, Ajlan Delfino, and Georgia Suther|and]

1, Description of the DEMNDRAL Project

The CEMNDRAL project almg at emulating in a computer program the
inauetive bpehavior of the scientist in an Iaportant but sharply
limited area of science, organic chemistry, Most of our work Is
addiressec t o the fgljowing problem: given the data of the mass
spectrur of an upknown compound, Induce a workable number of
plausible so Il utions, that is, a small|lllist of candidate molecular
structures which exglgln the data of tne mass spectrum, In order to
ccrmr late the task, the DENDRAL program performs three steps, Filrst,
tr~e program searc-es the spectrum for clues to the nature of the
urkrown structure. Second, the bprogram generates alfist of all
structures with the properties soeclflied by the Ffirst step, And,
finally, the proGram deduces the mass spectrum predlcted by tne
computer theory of w=ass spectroscooy for each of the candidates, and
selects the most prodquctive hypothesis, I,e,, the structure whose
preclcted spectrum mogst closely matches the data,

The nrogram has been completely deserineas In a series of reéeports (8,

11, 14, 15), The pubjilcation of these reports Indicates the status
of the heuristic UEKRDRAL prooram In the artiflcial Intel | lgence
fiela, Several other reports puplished In the chemlical |lterature

(17, 13, 17, 18) inglcate Its 1importance to the field of organic
cherlstry,

2. Recent Work on Heur|stic DENDRAL

Recent waorx by members of the DENDRAL project demonstrates
that the project 1s expanding on many fronts, Some  work has been
devoted to Jmproving the internal worklngs of the program, Other
work has expanded the domain of the Program so that more types of
structures can be constructed, A graphics program has b%en written
to allow any user to observe the internal workings (heurlstic search)
of the Structure Generatar, A new Inference Maker has been wrltten

which, for a IImjted class ©of structures, totally replaces the
previous program, Chemist/programmers have formallzed some of thelir
rules of Inference, A separate effort has been launched to

Investigate and wrlite a program to perform organic synthes|s, A
procram has been writtepn to converse wlth chemists to extract their
Ideas about mass sSpectroscopy and write actual computer code wlithout
tne Intervention of a programmer, Another program has beén written
to catalogd mass Sgectra, And a start has been made at descrlbling a
new program, colicayulal |y known as "Meta=-DENDRAL", All these efforts
are given Separate treatment |In the Tfollowing paragraphs,

To simplify the modification of tne Program®s theory of mass

spectrormetry, the Predictor sectlon of the program has been
restructured, The re-organlzation |s along the |Ines of what Is
cal led "sltuation=agtjon rules”, (Ref, 19), The situation-action
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rules themselves resjde in tables, and are not woven into the actual
computer code, This makes them avallable for Inspection and change
in a relatively simple way, In fact, the dlaiog program deéscrlbed in
paraoraph 2f below orovjdes a way Tor chemlists (and others) to change
these tables, The wrltinag of the Predlctor has been undertaken by
Dr, ©Bruce Buchanan, with the assistance of |su Fang, a graduate
stuoent In Computer Sclence,

The Structure Generator sub-program has been expanded by the addltlon
of a generator for rlings, The ring generator constructs 2]1 simple
rings, and passes them to the regular Structure generator, which uSes
ther as "superatoms" |[n generating all chemical structures that are
either acyclic or monocycllc, Since the large majority of
"interest|ing” chemical structures fali In this class, thls expansion
of the Structure Generator has made the Program more Interesting from
the cher Ists’ pointof view, This work wasScompletedby MrsS, Georgia
Suther lana,

Tne heuristic search gagspects Of the Structure Generator have been the
subject of many discgussjons, It |s felt that the search could be
Improved, The first step toward thls gocal| Is to be able to observe
the present searcn process; and wlth this in mind, a graphlc program
has been wrlitten to gisplay the search tree on a cathode-ray tube,
allowling the user auite a bit of freedom to explore thils tree at wl||
ang to record his suggestions for "smarter” search, This Program Was
written by Mike Rod9son, a graduate student, nith the collaboration of

Georgla Sutherland for <correspondjng changes to the Structure
Generator, The graph lc program Itse|f runs on the | BM 362,91 at the
Startford Llinear Accelerator Center, Although the Structure
Generator program wil| run on this computer also, there ls, at

Present, no way for the two programs to be executed simultaneously,
Several system programmers are work|ng to make It possible for the,
programs to communicate with each other In real time,

The reactlon of chemjsts who are also programmers to the Worklngs of
the Heur Istic DENQRAL program has led to the writing of a new
program, which, for the class Of “saturated allphaticmonofunctiona|"
compounds, obviates the need to execute the prevjous
Preliminary=-Inference- Maker '+ Structure Geherator =« Predictor steps
usec by Heurlistlc DENDRAL In the past, This new Inference Maker
works  from the mass spectrum djrectly, and infers ©Only those

structures for which there 1Is d|rect evidence, The Inference Maker
Is a planner, put usual |y its plans speclify the structure In
sufficient detajl that only one structure is implied, Although the

class of compounds for whleh thls can be done Js quite |Imited, |t |s
very Interestlng that tphls 1Is Possible at all, and It represents a
fornallzation of the rules of mass spectroscopy which d/d not exist a

year ago, Thls effort has brought forth two new programs which may
be useful in extendlng this new Inference Maker to other typesof
structures, One Is a "superatom generator” whlch constructs a |ist

of uniqgue, mutual |y eXxcluslve, var lants of a functional group (a
small but chemically intersesting set of atoms) to use as superatoms
In the vregular Structure Generator, The other Is a "rule generator"
which generates the mass spectral rules assoclated with a |Imited
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class of functional groups, Tnis work was performed by Mr, At len
Delflno nf our proJect, with the assl!stance of Ur, Armand Bughs of
the Chenrlstry Department, )

A prolJect separate from Heurlstlc DENDRAL, but of great interest, Is
the development of a computer program to perform organlic synthes|s of

cherlcal structures, Or, Malcolm Bersohn of the Unlverslty of
Toronto, visiting with the UDENDRAL proJect, has undertaken thls work,
The procram wll| represent a computer Simulation of a chemjcal

laboratory |n whigh desired and-product substances are created by the
successlive react|jons of other substances, possibly wlth the ald of
catalysts, Llke chess=playlng and some other artificlal
Intelllgence Problems, synthesls is a graph traversal problem, The
graph Is of such enormous slze that It must be pruned by the program,
The breadth vs, depth declislon In the graph exploratlon Is made
dynarically, Thls proJect Is being alded by funds from NIH,

Dr, Bruce Buchanan,w|tnthe consultat-lon of Or, Alan Duffjeld of
the Chemistry Depagrtment, has written a program to "converse with a
cher | st", This program has knowledge Of a few oprimlitive <chemical
concepts and mechanlsmg, Tihe chemlst, Interacting wlth the progaram,
describes conplex processes In terms of these oprimitives, The
program, in turn, fepresents these processes as program statements to
be used by the Predictor as additfonal rules governing the mass

spectroretric behavior of new classes of compounds,

Mr- Aljan Delflinohas written a program to catalog the peaks of mass
spectra, The Purpose of thls program Is to ald cheml! sts, and,
hopefully, Inference programs, In finding simijar and dissImilar data
patterns In order to determine the mechanisms underlylng mass
spectrosecony, Classes of common peaks can be deflined In varlous
ways, For examp’le, al | peaks at mass X can be collected and compared,
or all peaks at mass V-X (where M |s the molecular welght, varylng
from spectrum to spectrum) can be collected, or al] peaks at mass
M-X-=Y, etec, At present, a chemlist must Inspect the output of thls
program for Interesting results; It wou|d be desirable for a computer
pregram to be able to perform this part of the task also,

Meta-UENCRAL wll} be a program whlich can generate alternate theories
of masSs spectroscopy, analngous to -the way 1In whlch +the Heurlstie
DENCRAL oprogram 4qaenerates alternate structures to explaln a glven
mass spectrum, A theory of mass spectroscopy |s bull|t ypon the

primitives described |n paragraph 2f, to explaln the mechan|sms
mentlioned In paragraph 2a, As achemist Interact6 wlth +the dlalog
program he Is buliding hls theory of mass spectroscopy, But there are
posslibly other theorles, and the Job of Meta~-DENDRAL w!|] be to
generate these auytomatically by computer,

3, Summary

The work of the Heyristic DENURAL project has been djrected toward
the problems of programming a computer to do Inductive Inference, The
task domain of organjc chemistry lends Itself well to theSe problem8
since It Is a relatively formal and we|l=def|ned dema|n which,
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nevertheless, lacks an axlamatlc treatment to make Its problems
purely deductive,

I N the course of exploring Inductlve Inference by machline, we have

met many well-known problems of artificial 1Intelllgence, Among
others, these Include problems of heurlstic search, representation,
man-machine commynjcatjon, and effjclient design, The level of
sophlistjcation of the program 1In its task domaln*and the structure of
the domain Itself are allowing us to explore these problems, For
Instance, now that the proaram can use heur|stics routlinaly to gulde
search through the hypothesis space, we have begun exP|orling the

efficacy of alternative seach strategies, Or, now that the program
can use a complex theory (of organic mass spectroscopy), we have
becun experimenting with ways of manlipujating that theory,
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3,2 GKAMMATICAL INFERENCE [Jerome Feldman and Alan Blefmannl]

Objectives: To study the problem of grammatical Inference, A
granmratical Inference system is glven a set of strings which nas been
chosen in some random wey from a formal language, Sueh as a
context-free language, (It may also be glven strings whleh are not In
the I anquage and so deslgnated), The system Is to make a

"reasonable" inference of the grammar for the language,

Some problems under consideration:

1), pevelon a crlterion for choosing the most "reasSonable"
ararrar for A set of strinas among a set of acceptable grammars.

2), Given a criterlon from 1),, does an ajgorlthmexlst for
choocsling the most "reagsScgrattie" grammar from 2 class of grammars? If
SO, fing the algorithm,

3, Suppose that strings from some unknown language are
sequentially presented to an inference device, and at each instant in
tine, the device makes an |Inference of the most "reasonable" grammar
based on current informgtinn, Will the guesses that the machine
makes converge to the correct answer and, 1f so, how soon wll{ this

hanpen?
Current Work

Feiaran has originated the concepts of grammatlical compPjex!ty and

derivational comptiexity as vehicles Tfor measuring how wel|l a grammar
"Fits" a set of strings, The grammar with the smal| lest comblined
grarratlcal complexity and derivatlonal complexity for the glven set
of strings s chosen as the most "reasonab]|e" Inference, The
conplexity concepts are tied directly to probabillty theory and Bayes
Theorem, (See Feldman et al, 1969,)

Felgmran (1969) has studled a very general class of compliexity
messures and shown that the least complex choice Of a grammar from

any enumerable class of arammars {(whljch are general rewrlting
systems) can be found, and he glves an algorithm for discovering Iit,

The problem of |earning or convergling on the correct grammar for some

unknown language as more and more strings from the language are
observed has been studlen, -Feldman,et al (1969) have def|ned the
concept of aoproachabllity In the |Imlt, which Is a weaker type of

converaence crilterlon than ldentiflabillty In the limit Studled by
Gola (1967) in an earlier paper, It Is shown that for any class of
gramrmars from the class of general rewrlting systems, there Is a
machIne which wil| approach the correct grammar In the |Iml¢t,

Horring (1969) has applied Bayslan theory to the @Qrammatical
Inference problem and has produced an algorithm which Tfinds the "most
probable™ grammar for a set of strings, He also studied convergence
behavior and the problem of |nferrinag stochastic grammars,

Ajgorlithms for grammatlical inference whlch are constryct|ve rather
than enuneratlve in nature are currently under Investigation, Several
algorlthms for flInlte-state grammar inference have been developed by
EY
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Biermann and Feidman and thelr propertles are belng studied,
Atterpts are be ing made to develop algorithms for context-free
language inference,
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3,3 COMPUTER SIMULATION OF BELIEF SYSTEMS [Kenneth Colby., Frank
HI If, Ma|colm Newey, Roger Schank, Dave Smlith, Larry
Tesler, and Sylvia Weber]

Kenneth Mark Colby, M ,b,, who Is a Senlor Kesearch Asscclate In the
Computer Sclence Denpartment, terminated his private praetice of
Psychiatry to Adevgote full time to [nvestigations In thls area of
computer simulatijon, The Natlona| Instltute of Mental Health
sponsored two projects under Ur, Colby's direction, One of these Is
a Researcnh Career Award and the other IS a research prolJect which
continues the Investigations In whlch hls group has been engaged for
the nast seven vyears,

A, Introduction and Specific Alms:

The clinical problems of psyrchopathologdy and psychotherapy reaulre

further jnvestloation since So Iittle. Is known about thelr essential
nrocesses, Some of this ianorance stems from a lack at a bas]c
science level of dependable know) edge regarding hlgher mental

processes such as coanitlon and effect, The research of the Project
atterpts to approach both the clInlcal and basic sclencCe Problems

fror the viewpolnt of information-processing models and computer
simulation technlques, This viewpoint |s exemplifled hy current work
in the fields of cogn|tjve theory, attitude chanae, bel|lef gsystems,
conputer simulation and artificlal intelllgencs,

The rationale of our approach to these clinical problems tles in a
conceptualization of them as Information=processing Problems
irvolvineg higher mental funetlons, Computer concepts and technlques
are appropriate to this level of conceptualization, Thelr success In

other sciences would lead one to expect they might be of ald |n the
areas of psychopathology anrd psychotherapy,

The specific alms of thjs project vrelate to a long-term goal of

developing more satisfactory expllclit theories and models of
psychopathologlica! processes., The mode|s can then be eXxper|mented
with In ways which cannot be carr led out on actual patlents,

Knowledge galned |n thls manner <can then be applled to c¢linlcal
slituations,

B, Methods of Procedure:

We have now gained ¢ons|jderable experience with methods for wrlting

Programs of two tvpes, The T lrst type of program represents a
computer model of an [ngividual Person"s  Dbelief system, We  have
constructed two Vversliecns of a model of an actual patlient |In
psychotherapy and we are currently writing programs whlich simuljate
the belief systems of two normal Indlvliduals, We have also
constructed a model of a pathologlcal bel lef system in the form of an
artiflclal paranola, A second type of program represents an

interviewlng program whjch attempts to conduct an on-|Ine dialogue
Intended to col |lect data regarding an Individual*’s Interpersonal
relations, We have written two such Intevlewlng programs and at

32




present we arecgl|atoratina with psychlatrists In writing a Program
which can conduct a djagnostlic psychlatric Interview,

Aeromrputer mode| of a belief system consists of a large data-base and
procedures for processing the Information It contains, The data-base

conslsts O f concepts ang bel lefs organlzed In a structur® which
represents an Intivijdyal*’s conceptuallization of himself and other
persons of importance to him jn his |Ife space, Thls data Is

ccl 1ected from each Inglvidual informant by interviews, Verlflcatlon
of themode| iS alss carried out In jntervlews in which the Informant
Is asked to conflrm or disconflrm the outcome of experlments on the
particular model which vrepresents hls bellef system, Because of the
well-known effects of human interviewer blas, the Process of
data-collection and verjflications should Ideally be carr led out by
on-1jne man-machine djalogues and thls is a major reason for our
atterpt to write {nterviewing nrcgrams, However, the djff icultles
In nachline Utl | jzatjon of natural language vremaln great and until
trhi¢ problem 1s reduced we must use human interviewers,

We have written one tyne of therapeutic Interactive program which |s

deziuneg t o R R lanauage development in nonspeak!nd autlstic
chiiqaren, We have ysed it for the past two years on elghteen
chiicren with conslderaple success (80% |inguistic Improvements), We
intend to continue using this program and to Instruct professlionals

in psychiatry and Speech therapy in how to wrlte, operate and Improve
sueh theraoy proarams for specific condltlons,

C, Significance of this Research:

This research has sjignlficance for the bpsychiatric, behavloral and
computer sciences,

Psvchiatry lacks satisfactory classjflcatjons and .explanatlons of

psychopathojogy, “e feel these problems should be conceptuallzed In
terns of patholpatecal bel|ef systems, Data collegctlon |n
psychiatry 1Is performed by humans whose interactlve effects are
believed to account for a larae percentage of the unrelltabli|lty In
nsychiatric diagnosis, Diagnostlic Interviewing should ldeal |y be
concucted by computer programs, Finally, the process and mechanisms
of psychotherapy are not well understood, Slince exper|mentatlion on
computer models is nore feasibl|e and control |able than

experimentation onpatlfents, this approach may contribute to our
understanding of psychotherapy as an Information-processing problem,

It is estimated that 97% of the data collected In the behavioral

sciences- is c¢ollegted through Interviews, Agaln, a great deal of the
variance should be reduced by having consistent proarams conduct
Interviews, Also, thls research has slgnifleance for cognlitlive

theory, attlitude.change and soclal psychology,

Computer sclence {s concerned with problems of man-machine dlalogue
in natural lanquage, wlth optimal memory organlzatlon and Wl th the
search problem in large data-structures, This research bears on
these problems as well &as on a cruclal problem In artlificlal
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Intelligence, i,e,, Indyctive inference by intelligent machines,
n, Collaboration:

We are colliaborating with two psychlatric centers for disturbed

chijnarer and a loca)| VA hospltal, we are also collaborating with
reslidents in the Depgriment of Psychiatry ana with graduate students
In corputer science, psychology, education and electrical

engineeri na,

References

1, Colby, K.¥,.,, "gxperimental Treatment of Neurotic Computer
Programs", Archives of General Psychlatry, 19, 220=227 (1964),

2, Ctolby, K,M, and Gijbert, J,P,» "Programming a Computer Mode| of
Neurosls," Joyrna|] of Mathematical Psychology,1,405-417 (1964),

3, Colby, KM, "Compister Simulation of Neurotli¢c ProceSses", I n
Computers In Biomedical Research, Vol, Il,, Stacey, R,W, and
Waxman,B,, Eds,, Academic Press, New York (1965),

4, Colby, K,M,, Watt. J, and Gi|bert,J,P. "A Computer Method of
Psychotherapy," Journal of Nervous and Mental Disease, 142,
_ 14R-152 (1966},

5, Colby, K,M, and Enrea, H, "Heuristlic Methods for Computer
Understand | ng In Context-restrilcted On=|Ine Dialogues",
Mathematica| Rlosgiences, Vol,l,1=25 (1967),

6, Cotlby, KM, "Computer Si|imutation of Change In Personal Bellef
Systems," Behav]oral Sclence, 12, 248-253 (1967),

7, Colby, K,M, "A Programmable Theory of Cognition and Affect 1in
Individual Personal Relief Systems," In Theorles of Connitive
Consistency, (Apbejsnn,R,, Aranson, E,, McGujre,w,, Newcemb,T,,
Tarnepaum, P, Eds,,) Rand=McNally, New York, N.,Y, (1968),

8, Colby, K.M, and Enea, H, "Induct|ve Inference by Inte||lgent
Machines," Sclentja, 1043, 1-19 (1968),

9. Tesier,L,» Enga, H, and Colby, K,M, "A Directed Graph
Representation for Computer Simulation of Be|lef Systems,"
Mathematlcal| Blosclences, 2, 19«40 (1968),

12, Colby, K,M, "Compyter~ajded Language Development |n Nonspeakling
Aytistie Chlidren," Technical Report, No, CS 85 (1967),
Stanford Department of Computer Science, Archlves of General
Psychiatry, 19, 641~651 (1968),

11, Ensa, H, "MLl gGP», Technical Report, CS 92 (1968), Stanford
Department of Computer Science,

34




12.

138,

15,

le,

17,

Colby, K,M,, Tesler, L., Enea,H, "Search EkExperiments with the
Data Base of Human Be|ief Structure", Prec, of the
Internationgl Jojnt Conference on Artificial Inte||lgence,
Washington® D,C,:, (Aalker and Norton, Eds,), 1969,

Colby, K,M,, Tesjepr, L, and Enea, H, "Experiments with a Search

Algorithm on the Data Base of a Human Belief Structure,™
Stanford Artifijicijal Intel|igence Project Memo AITM=94, August
1969, Proceec|ngs of the Internatlonal Joint Conference on
Artlifleial Intelligence, Walker and Norton (Eds,), 1969-

Colby, K.,M, and Smitnh, D,C,, "Dlalogues Between Humans and An

Artificial Be|lef Svstem," Stanford Artiflclal Intel | lgence
Project Memo Al M-97, Proceedings of the Internatlonal Jolnt
Conference On Artificial 1Intel|lgence, Wal|ker and Norton

(Eds,),1965,

Colbys ¥ ,6M, Critical Evaluation of "Some Fmpjrical and
Conceptual 3ases for Coordinated Research 1In Psychlatry" by
Strupp and Berpajn, Internatlonal Journal of Psychlatry, 7,

116=117 (1969,

Colby, K,»,, Waber,S, and Hilf,F, "artificlal Paranoia" (in
preparation),

Colby, K.,M,, H1|f, F, and Hall,W. "A Mute Patient"s Experlence
with Machijne-Medlated Interviews", Stanforo Artiflclal
Intel|laence Prpopject Memo AIM=113, March 1973,

Hilf, F,, Colby, K.M,s Wittner, W, "Machine~Medlated

Interviewing"”, 5tanford Artificlial Intelligence Project Memo
AlM=112, Marcih 1973,

35




3.4 Automatic Deduction [Davld Luckham and Jack Buchanan]

Research effort In thlS area has been devoted to ImProving and
extendling the intergctive theorem-proving system which was reported
briefly In Technical Report AIM 87, This program Is now more fully
described In AIM 193, (13,

The position regarding the practical capabl|itles of this system i
as follows, The proaram has been used to prove a variety of theorems
in Algebra and Number Theory jncluding some new mathematlca| theorems
contalned In a recent research announcement 1In the Netlces of the
Americarn Mathematlga| Soclety, (2]J(see also [31), CSlinge these
announcements are made by abstract and do not Include proofs of the
stated results, and not Infrequently contaln misprints and errors,
this renresents a very aood test of the usefulness of the system, at
least In the area of basic axiomatic mathematics,

These experlments with the program- have crovlded Infarmation on a
nunper of different points of research:

il) The Iimproyenant (or lack of Improvement) In proof
effliclercy and comnrytatijon time resulting from the use of varlous
cormcinations of the strategles available to the user

c4,%,6,7,3,9,18,11,14], anc the best way to use these strategles,

1 The adequacies and Inaaequacles of the Interactive
system, This includes the farmal language for expressing the problem
to. be proved, and the faci|ities for (a) surveylng the progress of a
nrocf search, (b) directing the proof search, and (c) inltiating
suyb=nrotlems,

(itl) Weaknesses in the proof procedure due to lack of
strategles for dealing wlth certain kinds of Irnefflclencles (e,g, due
to addltional rules of inference such as Paramodulatlon [11] or due
to the generation of trivial| deductions not elimlinated by the usual
editing strategies),

This information |s summarized In [13], It turns out that Some of the
efficlency strategles which are proposed In (6 and 73 pley a cruclal
role not only In finding proof of theorems In [2], but also In
cutting down the computation time Involved,

Specliflc "Ilnes of research being pursued at the moment Ineglude the
foliowlna,

(1) Additlon of the proof-tree analyzer for extracting
soiutlons to exlstgntigl statements from proofs of them, This
procedure has now been Tformulated and wW||| be programmed shortly, It
has the advantage Over earlier systems (e,g, £121) of not [In any way
affecting the run-timg afflcfency of the prover, Such procedures
provide a baslc | |{nk between the prover and Information retrejval
systems usling It,

(2) Extenslon of the formal Input language to a muU|t{iesorted
precicate logic wWith ident|ty, This Is a necessary step towards
applying the program to more complex problems (e,g, checklng fair|y
sophlsticated reasonlng for correctness),

(3) The use of pnatura| mode|s (as well as Herbrand mode(s) In
(a) the model-relative deductlon strategqy (61, (b) problems
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associated with McClarthy’s Advice Taker project [1%J, arid (¢)
egliminatinag Irrelevant deductlons Of the sort mentloned in (ilj)
above, It turns cqut frem theoretical analysis that formulating a
nroblem in @ more Sophi sticated logical language (as proposed tn (2))
does not always imrnediately Improve proof efflclency, but ¢an ysually
be used to make the evaluation of trutn (of a statement relative to a

model) more eff lcient, It Is therefore natural to pursue (2) and
(3) simultaneously,

(4) Adaition of more sophisticated on-I|lne Interactlive
faclililties,

(5) "End condjtjon" strategies for aqulck proofs, These

Include vine-form proofg [7, 143, and declsion procedures Tor certain
cl asses of probiens,

This program has been written in LISP and structured 1In such a way
that add"ltions ang extensions of the sort mentioned above Can be made
relatively easily wlthout malor rev tslons to all parts of the
nrogram, and Can then he tested on practtcai problems, The program
Is intended to be an experimental too|, and ease of modiflicatlion has
beer; emphasized at the expense of (some) efficiency, However, 1In The
lianht of recant resylts, it seems that we are now a good St €p nearer
the stage when it w|l| pe reasonable to expend proaramming effort and
time on writina an cotlimal version of thls system Tfor practical use,
The proaram is current)y being 1incorporated into some computer-aided
Instruction erograms for high school mathemat |cs at the Stanford
Institute for Mathematical Studles in the Social Sclences,
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3 . 5 MACHINE LEARNING [Apthur Samuel, David Barstow, Ken Hanson,
Jon Ryder ]

The 1latest version of the checker pregram Is now thoudht to be
substantially better than previous versions, The rate of
Improverent has, however, begun to taper off and the amount of
machlne time requlired to test each new improvement has Increased by

an unacceptable amount, It 1s now apparent ' that some detal led
checker=speclific information 1Is needed to make further |mProvements,
Accordlingly, we are ggtting some help from Mr, K,D, Hanson, a we]|
known checker master (currently the West Coast Champion), In a very
short Period of time, Mp, Hanson has been able to polnt OQut severa|
ser jous deflcliencles in the program although 1t s not always

apparent as to how these defliclencles can best be rectifled,

The Co .program s ngow playlng regular games and is exclting
conslderable Interest, It sthn does not contaln any
machline=-tearning fegtyres, The entlre Program Is,» of course, In an
ear |lv  formatlve stage and It Is still very much easler to make

Indicated changes |In the program by manual means than to effect the
changes through machlne=~learning techniques, Thls state of affairs
should ret continue much Jlonger, and serious thought | s now being
civen to the hest way tp approach the machline=|earning aspects,
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4, Speech Recognition

4,1 Machine Learnlng [Arthur Samuel, Mort Astrahan, Ken Slberz,
George Whitel

Ahile the work 1In app|ylng machlne~|earning techniques to speech
recognltion has. only recent|y been undertaken, consglderable
clariflcatlon In the baslc problem and the potentlalities fo
practleal approaches have been formulated, Already three qulte
cistinct approaches haye been recogn|zed and some work has been done
on each,

One procedure Inltliagted by Dr, Mort Astrahan makes use of Mu|t|=|evel
sighature tables analogous to the procedure used in the checker
program, A second procedure studlied by Mr, Ken Sleberz uses a single
large signature -tabje, A third procedure being worked on by Dr,
George ‘wWhlte identifies speech segments by making use of a data-grown
tree or djscrimlinate net, reminiscent of the "Epam" approach but
actually based on the signature table Phl|osophy,

During thls early Phase In the appl!lcation of Ilearning techniques to
speech, several very Interesting approaches to the speech recognitlon
problem have been uncovered whlch are of interest in thelr own r/|ght
quite apart from machline Jlearning, DIgresslons to study these
approaches have temporarl|ly lessened the amount of effort devoted to
learning, Dr, Astrahan |S currently preparing a paper on one aspect

of this work and Dr, White will shortly be 1In a posltlon to report on
another aspect,
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4,2 Analysis and Recoanition of Languages for Man-Machine Voice
Communication [Gary Goodman3

The absence of an effgctlive ajgorithm for accurately delimiting and
classlfylng phonemes from thelr acoustic slanal necessitates the
careful adesiun of lgngugces for man-machine voice communication, It
IS a wel 1 krcwn fact that, given appropriate contexts, allophones of
two different phonemes may be nearly 1@@% a’cousticai Y slimllar,
nartlcutlarly when %the recoanlzer is a machine, Thus, when recognizing
spoxen sentences of a language with the aid of its grammar, it is
nossible that twe different, but phonetically similar, sentences
"ratch" the acoustic signal qulte wejl], It becomes desirable,
when designing I angyages for machine perception, to know if such a
nhoretic ambiguity could exist, either globally or locally,

Tals problem of ohonetie ambiguity may occur either as a word
amblgulity or a word-bgoundary ambiguity, Consider the two0 sentences
"] seem able to block Sguth®™ and "I see Mablie two blocks South,” A

wora ambiguity exists between the words "to" and "two", The phrases
"seem able"™ and "see Mahle" present a word-boundary amblguity,
Careful "nand" or "eyepa | I" design of the grammar and rectgnizer can
eliminate the obvious ambiguites, but the subtle ones remain, And

If the grammar is altered, the tedlous anai“ysis must be repeat ed, A
mare systematic approach to phonetlic amblgulity is needed In both the
analysls and recognition phases,

OUTLINE OF THE RESEARCH,
The research wundertaken can be describea in the following “terms,

I, ANALYSIS, Given a BMF definition of a language for man-machine
vecice communication, express algorithms for thoroughly analyzing the
aranmrafr looking rartlculariy at the problemg one might encounter in
recoanlzlng It due to

1, syntactic ambiguity

2, phonetic ambiguity

3, word=pboundary ambiguity,
Some indication of how the user might alleviate these problems shouid
also be given,

II, RECCGNITICN, Jeslgn a recognizer skeleton which, when given a
lancuage definition would efficiently recognize the spoken input and
display It on a CRT for acceptance or rejection by the speaker,
Tne rnethpd usead shou|d be such tnat it reduces the search space
areatly enough tO permltreal time response with a high percentage of
correct retrieval, After defining the recognizer there could be
some recoginizer dependent analysis of the grammar which could be fed
back to the wuser 1iIn order to improve the recognition,

111, LEARNING AND ADAPTING, The recognizer should not be | Imlted to
werklng well for only one speaker, Therefore a tralning program
should be written whjch wou|d ask the speaker to repeat certain
phrases or sentences se|ected from the language, The stored acoustic

41




versions of each of these wutterences would then be available If
needed by the recognition pnprocedure, Idea| ly, only a subset of the
total vocabulary would have to be |earned; saving greatly on the
amount of memory required,

PREVIOUS WORK,

The straight-forward approaches of Boobrow and Klatt [1968] and Reddy

{1967b] have shown that |Imlited recognition of words, phrases,
sentences, and connected speech can be done by a computer, The model
used by Reddy consists of four stages: segmentation, sound

description, phrase ©boundary determination, and phrase recognition
(McCarthy, et, al, [19681), Recent research by VIcens [1969] used
this model to recodnlize spoken commands taken from 1%he sentences of a
flnite state grammar, The Aarammar used was carefully selected to
reduce - the amblgulty and the recoanlzer was "hand" tal |ored to the
gramrmrar, Thls work produced segmentation and phrase recognltlon
procedures whlch glve correct results 85-95% of the time, The areas
of sound description and phrase or word boundary determinat|on remain
as the major trouble Spots, They become furthur comp| {cated by the
fact that the Input may¥ contain errors (Incorrect segmentation)
causing missing Or extrgnaous segments,

Alter C19683 descrlhes a system whlich uses syntactlic constralnts to
analyze spoken utterences, but has not tested it on real speech
|nﬁuto

Related work In the area of vlsual perceptlion is Shaw’s [1968] use of
syntactic constraints In the analysts of two-dimenslona| plctures and
Duda and Hart"s [1968] US8 Of dynamic programming @ jong wlth
context-dlrection in the analysl!s of hand-printed Fortran,

TOWARDS  ANALYSIS,

Gooaman Cl19701 dlscusses an Investigation of this problem developed
in the following way, An  algorlithm for computing a simljarlity
measure between strings of ohonemes was devejoped, A  Program was
written which would test a grammar-for belng bounded riaht context
for some degree m,n (McKeeman, et, al, [19781 and Floyd [19641),
Normally thls program checks stacking and reductlon declslons Dbased
on the m,n context and reports any confl lcts, However, the ldentlity
functlon on strings was replaced by the new simijarjty function,
The program then reports the simijarlty of the phoneme strlngs in the

m,n context when maklng declsions, Since there would be many of
these, the program !s set to save and print only the 20 conf| |cts
with hlighest slImllarlty, After examinling these confllets and the
productions of the grammar) the grammar may be altered In a manner
which wll| reduce the amblgulty causing the confllets, Thls new
grammar may now bpe tested and the process Ilterated untll all
confllects are below an acceptable lImlt, The program descr|bed has
been used to deslgn a desk calculator grammar which wili| be used In

future research.
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TOWARDS RECQGNITION,

A recognlzer which uses gross but conslstant features of vowe |,
fricltive, and stoo-ljke segments of the acoustic slgna| together

Wwith the grammar to form & "plan" has been wrltten, Prefllmlnary
results using hand generated Input Indicate the plan created wl}| |
considerably decrease the search space needed for recognl!tlon, The

recognlzer 1|Is currentjy being converted to accept real speech Input,
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5, VISION AND CONTROL

5.1 Hand-tye Project [Jerome Feldman, Gllhert Falks, Suyndarem
Ganapathy, Aharon Gil |, Gunnar Grape, Alan Kay, Ugo
Montaznpar I, Richard Paul, Karl PlIngle, Irwin Sohel|, Jay

Tenerhaym]

A complete description Of our goals and direction of approach to
those goals was outl jned in an earlier Project Technical Feport [1],
Since that time, substantial progress toward the major goa | --the
orcanization o F context sensltlve visual perceptlion and motor
controle-= has been realized,

I, Organizatign

The plan for a system allowing multiple program Interactlon via both
a sub-rronitor and a alobhal assoclative data structure has opeen
irnlemented by K, Pingleg and R, Sproul [3]1,[4], The Janduage SAIL
wh i ¢h combines ALGZOL, LEAP associative structure, sets, and speclal
string and real time gorerators has been completed by R, Sproul and D,

Swinehart [4], It 1= now in genera) use throughnut the project, The
effect of thls has beentoallow Separate programs to come together
eas|ly In the First %rjais at interaction for mutual co=oPeration in

scene ana |ysls,
I, Context- sensitive Visual Perception

Il ni1969, weonlanned to work on proagrams to be sens|itive to varjous
levels ot visua| datag and gestalt organization within scenes, Thils
work has proceeded and |n some aspects Is near completion, |, Sobe 1
has fiInisned his thesjs [5] on camera recalibration after movement of
Pan, tlit, or lens change, WUslng these results, he has created a
stereo-gepth oprogrzm capable of resolving the depth »f a polnt to
hetter than 1/14 inch accuracy, J,M, Tenenbaum [6] with K, Plngje
has Dbul It an accommodative edge detectlon System, It can apply a
variety of strategles to both the TV camera and to method8 of
prccessing the TV data so as to optimize the total Information,

noise, and cost bnarameters of edge detection or to provide, upon
request, -special information (such as Interlor edges or very high
‘resolution) [7] relevant to the needs of some hlgher |eve | visual
recognitlon process, Itmakes use of edge=following routines
developed for sensitivity to intensity, color, depth, and, In the
future, texture, In addition, it provides facilities for feature and

line verlflicationupon request from other programs,

Maklng extensive use of these packages of edge detection and
verification, G, GrabPe nas contlinued his work [8] on a line drawing
analysls program which deals with the problem of creatlng a good |lne

drawling In the presence of edge data with mlsslng |lines, redundant or
false llnes, Incomp | ete or chopped=-up 1 Ines, and I Ines Inconsistent
with either the mode| o f the particular scene as It Is being

developed by the entlre visual perception package or wlth the known
properties of the objects used, (E,g.,» plane~bounded objects),
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Filnally, G, Fajk |s producing the program to Interact Wlth all the
above programs to Produce the vlsua| world mode| of the Sctene [10],
The program attempts to segment the |lnes of the |lne drawing
(complete or Incomplete) Into groups representing objects, Then |t
trles to match these partlajly or wholly seen objects toPologlcally
wlith classes of obJect prototypes, When some matches are successful,
the program attempts to Infer depth Informatlon from clues In the
two-dImenslonal representation (111, Thls depth can be used t
resol ve the geometrijc and dimenslonalrelationships of the objects In
the scene, His program Is equipped to request Informatlon from the
other vislon proorams top resolve amblgulty,

IIl, Arm Control

Work has progressed In tWO areas; a new arm has been deS|gned and
built by Schelnman [12] and Is at present being Interfaced to the
computer, The arm has exceptlonally hlgh posltlon accuracy (,@5
Inch), comparatlively fast servo performance (two seconds, pPolnt to
polnt), and approximate|y human arm reach and motlon propert|es,

A new approach at control |1ng the arm Is belng undertaken by Rlchard
Paul, combining the work of both Plper ([13] (which was largely

kinermatlec) and Kahn [14] (which was largel|y dynamjc), In order to
move the arm from ©one posltlon to another, a trajectory must be
deflned to avoid colljding with other obJects, Starting wlth this

trajectory and the equatlons of motlon of the arm, posltlon and
veloclty dependant c¢oefflclents relating to the trajectory may be

computed, The servo program then ut|]|lzes these coefficlents to
calculate the torques necessary to apply at each Jolnt of the arm
such that both the posltion and veloclty errors wlll be reduced to

zero two sample pefjods later, As thls process occurs every sample
perjod, the armshouid move along the trajectory,

This approach treats both kinematlcs and dynamlcs consistent|y and
provides a natural solution to the Servo sampling rate problem, It
utillzes the diglta] computer directly to solve the equation of
motion of the arm, not Just to simujate an analog servo system,

In addltion, A, Gjl| is working on visual tracking of the Moving arm
as a Subset of the more general problem of tracking,

IV, Integratlon of arm and eye

Along the way toward regllzation of a Program capable Of complex
hand=eye behavior, we arapursuing a spec|fic and a general task!

1, Instant=lpnsanity,. We are developlng a program to so lve
and construct the Instant-lnsanity block stack, This wl|| serve as
an Inltlal test of the Integration of the visual| analysis andmotor
control,

2, The Task Language, In attempting to dellneate the bounds
of the set of construction tasks Wwlthout |[Iimiting elther +the obJject
types or constructlon operations, we declded to create a language for
the descriptlon of tasks [15], This language Is defined by productlion
rules and as such can grow as our ablllties increase, Rlght now |t
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Is capable of representing tasks as complex as "Stack al | the small
hluve blocks on the right slde of the tab|e on top of the red wedge,"

Asige from creatina a boundary to "task space", another Important

effect of the language Is that It provides a structure for task

solution and planning, A, Kay Isuslng the task language In his

attempt to devise a mgthod of determlining strategy for the creatlon

of sub-tasks as wel | as for discovering the optimum uSe of the

visual-recognition and motor=contro| Programs to accomP|lsh these

subtasks, The strategles wil | Include consliderations of time, sSpace,

and cost,
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5,2 VISUAL CONTROL OF A VEHICLE ([Bruce Baumgart, Lynn Quam, Rod
Schmidt)

Another attempt to integrate vlisual-motor activity Is emhod|ed In the
cart projJect, Since the accomp]|ishment jast year of a program that
al lows tne cart tO fol |low a we|l=defined |ine, we have Installed a
new exterior antenna and have collected sequences of actya]| road
plctures taken in the parking lot and around the pefimeter drive of
the laboratory, From these real world pictures, we have Succeeded In
Isolating the out|lnes of major road features and obstacles such as
the road curbs, cars, garassy hills, the horlzon, the sky, and the
distant | |[nes of Eucalyptus trees that bound our Jlocal world,

In order to meet the goal of acomputer driven vehicle, a Minimum set
of computer capabll|t|jes Isas follows:
1) the abiljty to follow a marked oath, such as a foad
2) the abiljty to recognize the completion of a tasSk, accept
dliregtion and begin a new task,(More simply, to declde
when to make turns, stop, etc.)

Other abilities are clearly requlired to practically drive a vehicle,
sucha S non-destructive error recovery, but a beginning can be made
with just the two apl! Ilties ||sted, The Ffirst capability was realized
about a year ago wlth a program whlch was guided by |Ines, road
edges, etc, Although not extenslvely tested, the Program was a
usable prototype of a vghlcle steering system,

The second polnt Involves a step upward |n picture processing
techniques, since the compjetion of a task is defined by the
vehicle"s environment, and s reflected In the TV Image whlieh the
computer hasavallabje, Accordingly, a program |s under development
which constructs descriptlions of scenes, and recognlzes a 9|/ven Scene
from |Its stored descriptlon when it {S seen agaln, Instructions for
action Can be assoclated with the scenes, and thus enable the vehicije
to carry out Such missions as "Drlve around the bui |ding and cone
back here,"

At present, a prototyplcal program can recognize a8 ldentical two
views of the same picture, translated and rotated arbltrarl |y, If the
plcture contains two or more small- obJects, even if not al| the

objects are in both views, The program Is belng extended to handje
features so large that they do not Tflt in the plcture,, and must be
described In terms of sub- features, The plcture Is currently
described in the 1Image plane of the camera, but Wlll be later
described in road coor di nates, The description 1Is, and wll| continue
t .pe, essentlally two-dImensjonal|, because of the large time penalty
In 3~D processling, Time, of course, Is of the essencessince the
vehicle Is moving durfng ail the processing, and hence rfecognition
time cannot exceed afew seconds.
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5.3 VISUAL IDENTIFICATION OF PEOPLE C[Michae| Kelly3

The problem which has been chosen 1is the following: develoP a program
which wll| recognize people standlng In front of a TV camera attached
to a corputer, Jurlng an Indlvidual’s firstappearance, the program
Is set to request the name of the person whose picture 1is being
srccessed, The name Is associated wlth features and measurements from
the picture which characterize the person, At a subsequent
appearance before the Tycamera, the computer will type out the name
of the person,

OUTLINE OF THE METHOQOD,

The general scheme of operation of tne program can be sumMmarlzed as

follows, Two plctures of tne individual to be recognized are read
into the computer, One ¢ a pleture of the entire body, head to feet,
The other 1Is 3close~up of the head, The program processes the
pictures to locate TFeature polnts such as the irises of the eyes,
nostrils, the top of the head, Once these points are found,

measurerents are Jerlved from them such as height, distance between
eves, width of head, etg, These measurements are then used in a
nattern classification algorlthm to extract t he identity of the
nerson from a dictionary containina known Individuals and their
measurerents,

The method outlined above appears aulite stralght- forward: | ocate
features, obtaln measurements, classify pattern, Obviously,
obtaining measurements once feature polnts are Ilocated is a trivial
operation, The flna| stage of the method, pattern classification,
has oeen well studied., Given a good set of features, there are
standard classificatlon alaorjthms which may be used, However, the
first step, locating the features in a dlgltalpicture,Is a process
about which very |ittje 1Is known,

Thls then |Is the main effort of this thesis research: accurately
locating desired specifle peints on pictures of people, Such low
level plcture processing, called variously feature extraction,

pre-processing, of characterization of the picture, is generally
recognized as the most difficult part and the prlnclipal Problem In

pattern recognlitijon, (See,“ for examp|e, Ho and Agrawala [19681], p,
2192,) 1t Is worthwhile emphasizling, in vlew of the fact that so much
Previous work in pattern recognltlon has been concerned with

mathematical techniques for classification, that classification has
received only secondary attention in this work,

Measurerrents from the face and body should provide a good means of
Identifyina people, The reason for this expectation |s that
nhvslecal measurements were the basls of the Bertll|lon system for
Ident|flication ofpeople, whlich had wlde use In pollice work prlor to
the discovery of the usefulness of fingerprints (Thorwald [19651]),
This expectation is confirmed by the results obtalned by Bledsoe
which are described below,

PREVIOUS WORK,
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A number of papers have appeared In which pictures of Taces have been
partlally processed by computer and the results a/ spl ayed,  Examples
are the papers by Naragsimhan and Forango [1964) and Huecke| [1969],
Both of these papers present computer produced line drawlng@s of faces
which were derlved from arey scale Input pictures, Such opserations
are fine for presenting faces to the human eye but represent only a
very small step toward computer description and recognlition,

The princlipal prlor work on recognltlon of people by computer has
been done by W,W, Bledsose, This work was begun at Panoramlie
Yesearch, Ine, and continued wlth P,E, Hart at Stanford Research
[ nstltute, (See B|edspe [1964] and [19661),

There are differences and simllarities between the work of Bjledsoe
and the work reported here, The ¢hlef difference 1Is that BledSoe
created a man-machlne system In whlch a human operator, wofrkling with
a face projected on a grafacon or Wand tablet", located the feature
poirts on the face and manually pointed out thelr poslition for th.e

computer to record, In contrast, my work consists primarl|y of an
atterpt to automate this feature focation step, Bledsoe was
concerned with recognjtion of photographs of faces; I conslder both
body and face and work w|th ||ve subjects, not photographs,
Bleasoe permijtted a wlde wvarlation In head rotation, ti|t, Ilean,
nhotograph auallty, and jlgnt contrast; | require much more
standardlzatlon of pose and can obtaln It since | contro| the plcture
tak|ing environment, In splte of these dlfferences, the work

reported here fol|ows the basic Idea for visual Identlflcatlon of
people first lajid out by Bledsoe: flnd the measurements and use them

for lIdentiflcation, Another way of summarizing this |s?! automate
the Identlflcatlon technlques of Bertl! 1lon,

Bledsoe’s results verjfled that faclal measurements made on
photographs c¢ould be used effectively for facla| recognltlon, In
his work, measurements were ©obtalned from 2000 photographs, 2
photographs for each person In the sample, Given a set of
measurerrents for an unknown person, the classlflcatlon system
attempted to supPly a name or a smal | |ist of names whleh Included

the unknown Indlvidyal, Using varlous ¢lassificetion methods BR|edSoe
found that the average reductlion In uncertainty varled from 171880 to
i1r4¢20,

Bledsoe’s group was a|Sg concerned to allmlted extent with finding
features automatical|y (Bisson [(1965a), [1965bl), The results of
this were Ineonclusive: many problems were encountered +tryfng to

determine the locatjon of feature polnts, Bledsoe’s success wlth
faclal classlflcatlon using measurements whl|e |eaving open the
problem of automatlie Ffeature locatlon has been a stimulus for the

work vreported In thls thesls,

Sakal, Nagao, and FulJibavashl Cl19691 have reported thelP work on
finding faces In photographs, Thelr goal is to detect |f a face or
faces are present In a plcture, They first produce a plcture whlch
contalns the edges of the Input plcture, A large oval| template
correspondling to the head outl|ine Is then matched wlth the edge
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picture, All reasonable poslitions and sizes of the template are
tried, In those positjons where the oval template recelves a high
resnonse, the head hypothesis is checked by further template matehlng
that expects many edges In the eyes, nose, and mouth and few edges on
tha forehead, Thls method appears to be time consuming, and the
result Is only an approximate locatlon for the nead In the olcture,

Three Russians, E|’bur [1967], Yurans [1967]), and Rastr lgan [19673],
nave presented methods for ldentlfying faces from photographs,
The rethods assume that a representation of a face as a sel of points
Is available, The papers are mostly on projectlve geometry; there Is
very |lttle mention of application, Hart [19A9] has Drepared a
sumrary of the content of these papers,
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APPENDIX A

PUBLICATIONS

Articles and books by mgmbers of the Stanford Artificiaj Intelligence

Project are |lsted here by year, Only pupnlications followlng the
Individuyal*'s affi|latjon with the Project are givan,

1963
1, J, McCarthy, "A Basls for a Mathematical Theory of Compytation,"

in P, Blaffort and 3, Hershberg (eds,), Computer Programming
and Formal Systemsg, North-Holland, Amsterdam, 1963,

2. J, McCarthy, "Towards a Mathematical Theory of Compytation,” In
Proc, | FIP cCongress 62, North-Holland, Amsterdam, 1963,

3, J, McCarthy (4lth S, Boi'len, E, Fredkinr, and J,C.R, Lick]|]lder),
"A Time-Sharing Debugging System for a Smal| Computer,”" In
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4, J, McCarthy (wlith F, Corbato and M, Daggett), "The LInkling
Segment Subprogram Language and Linking Loader Programming
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1965

1, J. McCarthy, "Prgoblems In the Theory of Computation,” In Proc,
| FIP Conaress 65, Spartan, washington, 0,C,, 1965,
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i, A, Hearn, "Computat |l on of Algebralec Properties of Elementary
Particle Reactions UJsing a Diglta| Computer,” Comm, AC“, 9, pp,
573=577, August, 1966,

2, J. McCarthy, "A Formal Description of a Subset of A|go]|," In T,
Steele (ed, ), Formal Language Description Languages,
North-Ho/ (and, Amsterdam, 1966,

3, Jy McCarthy, "Informatjon," Scientific American, September,
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12,

13,

14,

1967
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APPENDI X 8
THESES

Theses that have beepn pub| Ished by the Stanford Artifliclal
Intel ligence Project gre |1sted here, Several earned degrees at
Institutlions other than Stanford, as noted, Abstracts of recent A,
I, Memos are given In Appendlx D,

AlM=43, R, Reddy, AN APPROACH TO COMPUTER SPEECH RECOGNITION BY
DIRECT ANALYSIS OF THE SPEECH WAVE, Ph,D, Thesis In computer
Sclence, September 1966, \

AltM=-46, S, Persson, SOME SEQUENCE EXTRAPOLATING PROGRAMS: A STUDY OF
REPRESENTATION AND MUDELING [N INQUIRING SYSTEMS, Ph,D, Thesis
I'n Computer Science, University of California, Rerkeley,
September 1566,

AlM~47, B8, Buchanan, LQGICS OF SCIENTIFIC DISCUVERY, Ph,D, Thesls 1In
Phllosophy, Unlyersity of Callfornia, Berkeley, Decemphar 1966,

AlM=44, U, Painter, SEMANTIC CORRECTNESS UF A COMPILER FOR AN
ALGOL-LIKE LANGUAGE, Ph,D, Thesls 1In Computer Science, March
1967,

Alti<56,4W, Wlchman, USE OF OPTICAL FEEUBACK IN THE COMPUTER CONTROL
OF AN ARM, Eng, Thesls |n Ejectrical Engineering, Aufust 1967,

Alll=58, M, Cal lero, AN ADAPTIVE COMMAND AND CONTROL SYSTEM UTILIZING
HEURISTIC LEARNING PRQCESSES, Ph.D. Thesls 1In Operations
Research, December 1367,

AlM=63, D, Kaplan, PEGULAR EXPRESSIONS AND THE EQUI VALENCE OF
PROGRAMS, Ph,D., Thesis in Computer Sclence, July 1968,

Alti-65, R, Huberman, A PROGRAM TO PLAY CHESS END GAMES, Ph,D, Thes|s
in Computer Sclenge, August 1968,

AIM-73, D, Plepsr, THE KINEMATICS OF MANIPULATORS UMNDER COMPUTER
CONTROL, ph,D, Thesls In Mechanlcal Enaineerlng, October 1968,

AlM=74, D, Watermagn, MACHINE LEARNINC OF HEURISTICS, Ph,D, Thesis In
Computer Sclepnce, Pecember 1968,

AIM-83, R, Schank, A CONCEPTUAL DEPENDENCY REPRESENTATION FOR A
COMPUTER ONIENTED SEMANTICS, Ph,D, Thesls in Lingulstics,
Unlve,gslty of Texas, Mapch 1969,

AIM-85, P, VICBnS, ASPECTS OF SPEECH RECOGNITION BY COMPUTER, Ph.D.
Thesls In Computer Seclence, March 1969,

AIM-92, Vvigctor D, Schelnman, DESIGN OF COMPUTER CONTRGLLED
MANIPULATOR, Eng, Thesls |In Mechanlcal| Engineering, June 1969,
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AIM-96, Claude Cordel| Green, THE APPLICATION OF THEOREM PROVING TO
QUESTION-ANSWER 1NG SYSTEMS, Ph,D, Thes|s In "Electrical
Enalneering, August 1969,

AIM-98, James J, Hornlng, A STUOY 0OF GRAMMATICAL XNFERENCE.PhoDo
Thesls In Computeyr Sclence, August 1969,

AIM=146, Michael E, Kahn, THE NEAR-MINIMUM-TIME CONTROL Of OPEN=LOOP
ARTICULATED KINEMATIC CHAINS, Ph,0, Thes|s In Mechanical
Engineering, December 1969,



Appendix C
FILM REPORTS

Prints of the foilowijng flims are avallable for short-term loan to

Interested groups Withoyt charge, They may be shown only to groups
thzt have paid no admission fee, To make a reservation, wr]te to:
Artificlaj Intejllgence Project Secretary

Computer Sclence Department

Stanford Unlverslity

Stanford, California 94305
Ajternative|y, prints may he purchased at cost (typically 3337 to $50)
trom?

Cine=Chrome Laboratories

4975 Transport St,

Palo Alto, Caj|lfornia

1, Art Eisenson anhg Gary Feldman, "E|lls 0, Kraoptechev and Zeys, hls
Marvelous Tlime=Sharing System", 16mm bl ak and white wlth
sound, 15 minytes, March 1967,

The advantages of t|ime=-gharing over standard batch processing are
revealed through the qgod offices of the Zeus time-sharlng system on

a PUP=1 computer, Jur hero, Ellis, Is saved from a fate worse than

death, Recommendged for mature audiences only,

2, Gary Feldman, "3utterfinger", 16mm color with sound, 8 mlnutes,
March 1968,

Describes the state of the hand-eye system at the Art[flclia]
Intelligence Project In the fal}| of 1967, The PDP=6 computer getting
visual {Information from a televis 1l on camera and controlllng an
electrical-mechanical arm solves simple tasks involving stacking
biccks, The technlques of recognlizing the blocks and their positions
As well as control | ing the arm are briefly presented, Rated "G",

3., Ra JReddy, Dave Egpar and Art tlsenson, “Hear Here", 16mm color
wlth sound, 15 minutes, March 1969,

Describes t-he state of the speech recoanition project as of Spring,
1965, A dlscussion of the problems of speech recognition Is fol||owed

by two real time demonstrations of the cur rent systenm, The frst
shows the computer |eafnlna to recognlize phrases and second shows how
the hana~eye system may be control led Oy volce commands, Commands as

complicated as "Pj|jck up the small blok In the Ilower l|sfthand
ccrrer", are recognized and the tasks are carrled out by the computer
controlied arm,

4, Gary Feldman and Dopnaid Pelper, "Avold", 16mm sl lent, color, 5
minutes, March 1969,

Reports an a computer bprogram wrltten oy D, Pelper for hls Ph,D,

Thesis, The problem s to move the computer controlled
electrical-mechanical arm through a space fllled with one or more
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known obstacles, The program vuses heuristics for flInding a safe
Path; the film demonstrates the arm as It moves through vqr ious
cluttered environments with falrly good success,



Append/x O
ARTIFICIAL INTELLIGENCE MEMOS

These memos report both research results and facliity descriptions
(corputer programs and equipment) In the period 1963-66, From late
1966 on, just vresearch |s reported, Facllitles are described 1In
internal reports ca| led Uperating Notes (Appendix £),

Corrles of many of these mamos are available to Interested researchers
upnn request to:
Artificial Inte|llgence Project Secretary

Computer Sclence Department

Stanford University

Stanford, Caljfpornia 94385
Alternatively, beglipnjng with memo AIM-69, they are available from

ClearInghouse Tfor Federal Sclentiflc

and Technical Informatlion

Springfield, VYirginia 22151
The Clearlnghouse c¢chargaes $3,28 per full size copy and %,65 for a
microflche copy,

Tities only are listed below for 1963-68, Abstracts are glven for the
more  recent memos,

1963

AIM«l, John McCarthy, PREDICATE CALCULUS WITH "WDEFINED" AS A
TRUTH-VALUE, March 1963, 5 paws,

AlM-2, John McCarthy, SITUATIGNS, ACTIONS, AND CAUSAL LAWS, July
1963, 11 Pages:,

AlM=3, F, Safler, "THE MIKADO™ AS AN AOJVICE TAKER PROBLEM, July 1963,
4 pages,

AIM=d, H, Enea, CLOCK FUNCTION FOR LISP 1.5, August 1963, (Out of
print),

AIM-5, H, Enea and D, Wooldridge, ALGEBRAIC SIMPLICATION, August
1963, 1 page,

AlM=-6, D, Woaldridge, NON-PRINTING COMPILER, August 1963, 2 pages,
(outo fprint),

AIM=7, John McCarthy, PROGRAMS WITH COMMON SENSE, September 1963, 7
pages,
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AIM=8, John McCarthy, STORAGE CONVENTIONS IN LISP 2, September 1963,
(Out of print),

AIM-9, C,M, Wil|lams, COMPUTING ESTIMATES FOR THE NUMBER OF
BISECTIONS OF AN N xN CHECKERBOARD FOR N EVEN, December 1963,
9 pages (Out of print),

AIM-10, S,R, Russe||, IMPROVEMENTS IN LISP DEBUGGING, December 1963,
3 pages,

AIM=11, U, wWooldridge, AN ALGEBRAIC SIMPLIFY PROGRAM IN LISP,
December 1963, 57 pages,

1964

AIM-12, G, Fe|dman, DOCUMENTATION OF THE MAC MAHON SQUARES PROBLEM,
January 1964, (Out of print),

Ali-1-13, D, Wooldridge, THE NEW LISP SYSTEM (LISP |,55%)» February
1964, 4 pages,

AIM-14, John McCarthy, COMPUTER CONTROL Of A MACHINE FOR EXPLORING
MARS, January 1964, 6 pages,

AlM~15, M, FlnkalstelnandF, Safler, AXIOMATIZATION AND IMPLEMENT=~
ATION, June 19%4, 6 pages,

AlM=16, John McCarthy, A TOUGH NUT FOR PROOF PROCEDURES, July 1964, 3
pages,

AIM-17,  John McCarthy, FORMAL DESCRIPTION Of THE GAME of PANG-~KE,
July 1964, 2 paQeS.

AlM=18, J, Hext, AN EXPRESSION INPUT ROUTINE FOR LISP, Ju|y 1964, 5

"pages,
A[M=19, J, Hext, PROGRAMMING LANGUAGES AND TRANSLATION, AlUgust 1964,
14 pages.
AIM=28, RaJ Reddy, SOURCE LANGUAGE OPTIMIZATION OF FOR-LOOPS, August

1964, 37 pades,

AlM=21, R,W,Mitche| 1, LISP 2 SPPCIFICATIONS PROPOSAL, August 1964,
12 pages,

AIM-22, R, Russell, KALAH = THE GAME AND THE PROGRAM, September 1964,
13 pages,
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AIM=23, R, Russet |, IMPROVEMENTS T O THE KALAH PROGRAM, September

1964, 12 pages,

AlM=-24, John McCarthy, A FORMAL DESCRIPTION Of A SUBSET NF ALGUL,
September 1964, 4 3 pages,

AIM-25, R, Mansfield, A FORWAL SYSTEM OF COMPUTATION, September 1964,
7 pages,

AlM~26, Raj Reddy, EXPERIMENTS ON AUTOMATIC SPEECH RECOGNITION BY A
DIGITAL COMPUTER, Odctober 1964, 19 pages,

1965

AIM=27, -John McCarthy, A PRUOF=-CHECKER FOR PREDICATE CALCULUS, March
1965, 7 pages,

AIM=28, John McCarthy, PROBLEMS IN THE THEORY Of COMPUTATION, March
1965’ 7 pageSO

AlM=29, C,M, WIi|llams, ISOLATIUN O f IMPORTANT FEATURES OF A
MULTITONED PICTURE, January 1963, 9 pages,

AlM=308, b Felaegnpaym and R,W, Wwatson, AN INITIAL PROBLEM STATEMENT
FOR A MACHINLC INDUCTION RESEARCH PROJECT, Aprl}| 1965, 8 pages,

AlM=31, John McCarthy, PLANS FOR THE STANFORD ARTIFICIAL INTELLIGENCE
PROJECT, Aprijl| 1965, 5 paws,

AIM=32, H, Ratchford, THE 138 ANALOG DIGI TAL CONVERTER, May 1965, 9
pages,

AlM=33, B, Huberman, THE ADVICE TAKER AND GPS, June 1965, 12 pages,
AIM-34, P, Carah, A TELEVISION CAMERA INTERFACE FOR THE PDP=-},
June 1965, 8 paQges.,

AlM=-35, F, Safler, SIMPLE SIMON, June 1965, 17 pages (Out ofprint),

AIM=36, J, Painter, UTILIZATION of A TV CAMERA ON THE PDP~=|{,
September 1965,¢ pages,

A1+37, K, Korsvo|d, AN OGN LINE ALGEBRAIC SIMPLIFICATIUN PROGRAM,
November 1965, 36 pages,

1966

AIM-38, D, Waterman, A FILTER FOR A MACHINE INDUCTION SYSTEM, January
1966, 1 9 rages,

AIM=39, Karl Plingle, A PROGRAM TOFINO OBJECTS IN A PICTURE, January
1966, 2 2 nages,
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AIM=4p, John McCartphy apnd J, Pajinter, CORRECTNESS OF A COMPILER FOR
ARITHMETIC ExPrESSIONS, Aprl| 1966, 13 pages,

AjM=41, P, Abrams and 0O+ Rode, A PROPOSAL FOR A PROOF-CHECKER FOR
CERTAIN AXIOMATIC SYSTEMS, May 1966, 1@ pages, (Outofprint),

AIM-42, Kar| Pingje, A PROPUSAL FOR A VISUAL INPUT ROUTIME, June
1966, 11 pages,

AIM-43, Ra ] Reddy, An APPROACH TO COMPUTER SPEECH RECOGNITION BY
DIRECT ANALYSIS OF THE SPEECH WAVE, September 1966, 144 pages,

AIM-44, J, Palnter, SEMANTIC CORRECTNESS OF A COMPILER FOR AN
ALGoL-LIKE LANGUAGE, Revised March 1967, 130 pages,

AIM=45, D, Kaplan, SOME COMPLETENESS RESULTS |IN THE MATHEMATICAL
THEORY OF COMPUTATION, October 1966, 22 pages,

AIM-46, S, Persson, SOME SEQUENCE EXTRAPOLATING PROGRAMS: A STUDY OF
REPRESENTATIGN aAnD MQDELING IN INQUIRING SYSTEMS, september
1966, 176 pages, (Out of print),

AlM~47, Bruce Buchanan, LOGICS OF SCIENTIFIC DISCOVERY, Uecember
1966, 210 pages, (Out of print),

- - 1967

AlM~-48, D, Kaplan, CORRECTNESS OF A COMPILER FOH ALGOL-LIKE PROGRAMS,
July 1967, 46 pages,

AIM-49, Georgla Sytherland, DENDRAL = A COMPUTER PROGRAM FOR
GENERATING AND FILTERING CHEMICAL STRUCTURE% February 1967,
34 pages,

AIM-58, Anthony C, Hearn, REDUCE USERS’ yaANUAL, February 1967, 53
pages,

AlIM-51, Lester D, Earnest, CHOOSING AN E.YE FOR A COMPUTER, Apr||
1967, 154 pages,

AIM=52, Arthur L.Samye|, SOME STUDIES IN MACHINE LEARNING USING THE
GAME OF CHECKERS Il = RECENT PROGRESS, June 1967, 48 pages,

AIM=53, B, Welher, THE pPCP-6 PROOF CHECKER, June 1967, 47 pages,

AlM-54,  Joshua Lederberg and E,A, Felgenbaum, MECHANIZATION OF
INDUCTIVE INFERENCE IN ORGANIC CHEMISTRY, August 1967, 29
pages,

AIM-55,J, Fel|dman, FIRST THOUGHTS OF GRAMMATICAL INFERENCE, August
1967, 18 pages,

AIM-56, W, Wlchman, USE OF OPTICAL FEEUBACK IN Tue COMPUTER CONTROL
OF AN ARM, August 1967, 69pages,
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AlM=57, Anthony C Hgarn, REDUCE, A USER-ORIENTED INTER- ACTIVE

SYSTEMFORALGERRAICSIMPLIFICATION, October 1967, 69 pages.,

AIM-58, M,D, Cailergs AN ADAPTIVE COMMAND AND CONTROL SYSTEM
UTILIZING HEURISTIC LEARNING PROCESSES, December 1967, 161
pages,

1968

AlM=59, U.M, Kaplan, A FORMAL THEORY CONCERNING THE EQUIVALENCE OF
ALGORITHMS, Mgy 1968, 20 pages,

AlM=6i, D M, Kaplan: THE FORMAL THEORETIC ANALYSIS OF STRONG
EQUIVALENCE FOR ELEMENTAL PROGRAMS, June 1968, 263 pages, (out
of print),

AIM-61, T, Ito, NOTES OF THEORY -OF COMPUTATION AND PATTERN
RECOGNITION,!1ay 1968, (Out of print),

Alit=62, B, Buchanan and G, Sutherjand, HEURISTICODENDRAL: A PROGRAM
FOR GENERATING EXPLANATORY HYPOTHESES IN ORGANIC CHEMISTRY,
July 1968, 76 py9%es.,

AlM=-63, U, M, Kan|an, REGULAR EXPRESSIONS AND THE EWIVALENCE OF
PROGRAMS, July 19¢8, 4?2 pages,

AlM-64, Z, Manna, FORMALIZATION oF PROPERTIES OF PROGRAMS,July 1968,
18 pages,

AlM=-65, B, Huberman, A PROGRAM TO PLAY CHESS END GAMES, August 1968,
168 pages,

AIM=-66, J, Feldman and P, Rovner, AN ALGOL-BASED ASSOCIATIVE
LANGUAGE, August 1968, 31 pages,

AIM=67, E, Felgenpaym, ARTIFICIAL INTELLIGENCE: THEMES IN THE SECOND
DECADE, Augusti1948, 39 pages, (out of print),

AIM-68, Z,” Manna and A, Pnuell, THE *VALIUITY PROBLEM OF THE
91-FUNCTIgN, August 1968, 20 pages,

AlM=69, John Melarthy, PROJECT TECHNICAL REPORT, September 1968, 90
paoes,

AlM=78, Anthony C, Hearn, THE PROBLEM OF SUBSTITUTION, December 1968,
14 pages,

AIM-71, P, Vicens, PREPROCESSING FOR SPEECH ANALYSIS, October 1968,
33 pages,

UN-72, D.L. Pieper, THE KINEMATICS OF MANITPULATORS UNCLER COMPUTER
ConTRQOL, October 1968, 157 pages,
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AIM-73, John Mccarthy, SovME PHILOSOPHICAL PROBLEMS FROM THE
STANDPOINT OF ARTIFICIALINTELLIGENCE, November 1968,51pages,

AIM-74, D, Waterman, MACHINE LEARNING OF HEURISTICS, 1968, (Out of
Print),

AIM=75%, R,C, Schank, A NOTION OF LINGUISTIC CONCEPT: A PRELUDE TO
MECHANICAL TRANSLATIONs December 1968, 21 pages,

AlM-76, R,C, Schank, A CONCEPTUAL PARSER FOR NATURAL LANGUAGE,
December 1968, 22 pages, (out of print),
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1969

AIM-77, J,0, Begker, THE MODELING OF SIMPLE ANALOGIC AND INDUCTIVE
PROCESSES IN A SEMANTIC MEMORY SYSTEM, January 1969, 21 pages,

In this paper weé present a general data structure for a semantic

memcry, which is distinqulshed |[In +tnat a notion of consequence
(terporal, causa |, loglcaj, or behavioral, depending. on
Interpretation) is a orjmitive of the data representation, The same

Iter of a data may at one time serve as a logical implicatlon, and at
another time as a "pattern/actlion" rule for behavior,

We glve a deflnition of '"analogy" between items of semantic
information, us Ing the notions of consequence and analogy, we
construct an Inductive process In which general laws are formulated
and verlfied on the basis of observations of Individual cases, We
Il lustrate In detail the attalnment of-the rule "Flremen wear red
suspenders™ by this process, Final ly, we discuss the relationship
between analogy and induction, and thelr use in modeling aspects of
"nerceptlon" and "understanding'",

AlM=78, D,R, Reddy, ON THE USE OF ENVIRONMENTAL, SYNTACTIC AND
pRUBALISTIC CONSTRAINTSINVISIION AND SptECH, January 1969, 23
pages,

In this paper we cons|der both vlsion and speech In the hope that a
unif | ed treatment, iljustrating the simlitaritlies, would lead to a
better appreciation of the problems, and possibly programs which Uusse
the Ssame superstructure, We postulate a general perceptual system
and Illustrate how varlous existing systems either avoid or Ignore
some of the difficult problems that must pe conslidered bY a general
perceptual system, The purpose of this paper Is to point out some of
the unsolved ©problems, and to suggest some heuristics that reflect
environrental, syntactle, and probabllistlic constraints useful in
visual and speech perception by machine, To make effective use of
these heurlstlcs, a program must provide for 1, An external
representation of heurligtics for ease of man-machlne communication 2,
An internal representation of heuristics for effective use by machine
3., A  mechanism for the selectlon of approprliate heuristics for use
In a glven sltuation, Mgcnline perception of vision and speech, thus,
provides a problem gomaln for testing the adequacy”"of the models of
representation (McCarthy and Hayes), planning heuristlc sejectlon
(Minsky, Newell and Simon), and generallzation learning (Samuel); a
domaln |n wnlch (perceptual) tasks are performed by people easlly and
without effort,

AiM=79, D,R, Reddy and R.B, Nee|ly, CONTEXTUAL ANALYSIS OF PHONEMES OF
ENGLISH, January 1969, 71 pages,

It s now well known that the acoustlc characteristics of a Phoneme
denend on both the orecedlng and Tfollowing phonemes, Thls paper
provides some needed contextual and orobabillistic data about tr Igram
phonemlic sequences of spoken English, Since there are apProx|imately
4¢+3 such sequences, one must dlscover and study only the more
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commoniy occurrlng sequences, To this purpose, three types of tables
are oresented, viz,, a, Commonly occurrlng trigram sequences of the
form /abec/ for every phoneme /b/,b, Commonly occurrling sequences
/ab¢cs Tor every palr of phonemes /a/ and /c¢c/. ¢, Commonly occurrlng
word boundary seauences of the form /=ab/ and /ab=/ where /=/
represents the silence phoneme, Entrles of the above tables contajn
exam | es of usage and orobabllitles of occurrence Tfor each such
sequence:

AIM~8@8, Georgla Sutherland, HEURISTIC DENDRAL: A~ FAMILY OF LISP
PRQGRAMS, mMarch 1969, 46 pages,

The Heuristic Dgndral program for Qgenerating explanatory hypotheses

In organic chemistry |Is described asan application of the
programming language LISP, The description.  emphas|zes the
non-cherical aspects of the program, Particularly the "topologist"

which generates all tree graphs of a collectlon of nodes,

AlM=81, Dav | d Luckham, REFINEMENT THEOREMS IN RESOLUTION THEORY,
March 1969, 31 pages, (out of print),

The paper discusses some baslic reflnements of the Resolution
Prirciple which are Intended to improve the speed and effliciency of
tneorem=provina programs based on thls rule of Inference, It s

proved thxt two of the vrefinements Preserve the |oglca| completeness
of-the proof Procedure when used separately, but not when used 1In
conjunction, The resujts o f some preliminary expariments wlth the
reflnements are dlven, Presented at the IRIA symposlum on Automatic
Deduction, Versall!|les, France, December 16~21, 1968,

AlrN=82, Zohar Manpa and Amlr Pneull, FORMALIZATION OF PROPERTIES OF
RECURSIVELY DEFINED FUNCTIONS, March 1969, 26 pageS: (out. of
print),

This paper | s concerned with the relatjonship between the
convergence, correctness and equlvalence of recursively deflned
functions and the satisflability (or wunsatisfiabl|lty) of certain
first-order formulas,

AlM«B83, Roger C, . Schanks A T“CONCEPTUAL REPRESENTATION FOR CUMPUTER=
ORIENTED SeMANTIcS, March 1969, 281 pages, (out of Print),

Machines that may be sajd to functlon Intelligently must be able to

understand questions posed In natural language, Sinte natural
language may be assumed to have an underlylng conceptual structure,
It 1s -desjrable to have the machlne structure Its own ©xperlence,
botn |imguistle and non|ingulstic, In a manner concomitant wlth the
human method for dolng so, Some prevlious attempts at organl|zlng the
machline’s data hase conceptually are discussed, A

conceptyally~orlented dependency grammar Is pos|ted as an Inter|Ingua
that may be used as an abstract representation of the wunder lylng
conceptual structure, The <conceptual dependencles are Utl|lzed as
the hlghest level {n a stratifled system that Incorporates
janguage=speciflic realjzatlon rules +to map from concepts and thelre
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relations, into sentences, In order to generate coherent sentences,

a conceptual semant|cs is posited that |imlts possib|e conceptual
dependenclies to statements about the system"s knowledge of the real
wor {4, This 1is done by the creation of semantic fi ies tnat serve to
spel 1 out the defining characteristics of a given concept and
enurerate the possibiljties for relatlons with other concepts wlth]|n
the range of conceptual experlence, The semantic flles are created,
In Tart, from a hierarchical organization of semantic Ccategorijes,

The semantic category is part of the definition of a concePt and the
information at +the nodes dominatling the semantlc category In the

hierarchical tree may be used to fi | i In the semantic flle, It Is
pcssible to reverse the realization rules to operate on sentences and
proguce a conceptual parse, Ail potential parses are checked with

the conceptual Semantics 1in order to eliminate semantl|c and syntactic
ambiguities, The system has been programmed; coherent sentences have
beer: generated and the parser is operable, The entire system Is
posited as a viab|e linguistic theory,-

AlM-64, Davi|d Canflelg Smith, MLISP USERS’ MANUAL, January 1969,5 7
pages, (out of orint, revision |In preparation),

MLISP Is a LISP pre-processor desligned to facil|tate the wrltling,
use, andg understanding of LISP progams, This is accomplished through
Parentheses reduction, comments, introduction of a more vlsual flow
of control with biogk structure and mnemonlc key “words, and language
redqundancy, In addltlon, some "meta-constructs" are Intradyced to
increase the power of the language,

Ali'=R5, Pierre Vigens, ASPECTS OF SPEECH RECOGNITION fY CUMPUTER,
April 1969, 212 pages,

This thesis describes techniques and methodology which are useful In

achieving close to real-time recognition of speech by comPuter, To
analyze connected speech utterances, any speech recognlitlon system
must perform the fo|low|na processes: preprocessing, sedmentatijon,
seqgnent classification, recognition o f words, recodnition of
sentences, We present Imp|lemented solutions to each of these

proplems whleh achieved accurate recognltion In all the trial cases,

AIM=B6, P,J, Hayes, A MACHINE~ORIENTED FORMULATION OF THE EXTENDED
FUNCTIONAL CALCULUS, June 1969, (out of print),

The Lxtended Functlonag!l Calculus (EFC) a three-valued predlicate
calculus Intended as a |Janguage In which to reason about the results
of computat ions, 1is described |nh some detail, A forma) semantics 1|s
given, A machine-oriented (axlom|ess) Inference system for EFC Is
ther described and Its completeness relative to the semant|cs Is
Proved by the method cf Semantic Trees, Flnally some remarks are made
on effliclency,

AlM=87,+ John McCarthy and the A,l, Project Staff, PROJECT TECHNICAL
REPORT, June 1969,
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Plans and accomplijshments of the Stanford Artificial lntel|lgence
Project are reviewed in several areas Including! theory (eplstemglogy
and mathematical theory of computation), visual Percept/on and

control (Hand-eye and Cart), speech recognlition by computer,
heuristics In machine learning and automatic deductlon, models of
cognitive processes (Heuristic DENDRAL), Language Research, and

Hlgher Mental Functions, This is an excerpt of a proposal to ARPA,

Alt-88, Roger C, Schank, LINGUISTICS FROM A CONCEPTUAL VIEWPOINT
(ASPECTS OF ASPECTS OF A THEORY OF SYNTAX), Aprl| 21, 1969

Some of the assertijons made by Chomsky In Aspects of Syntax are
considered, In particujar, the notion of a "competence” model In
lingulstics 1S ¢criticized, Formal postulates for a conceputa|ly=based
linguistic theory are »presented,

AIM=89, J,A, Fe|dman, J, Glps, J, J, Horning, and S, Reder,
GRAMMATICAL COMPLEXITY AND INFERENCE, June 1969,

The problem of Inferring a grammar for a Setof symbol Strings 1s
considered and a nhumber of new decldabil ity results obtalned,
Several notlons of grammatical complexlty and their propertjles are
stualed, The question of learnlng the least complex grammar for a set
of strings 1is investigated leading to a variety of poS|tive and
negative results, This work Is part Of a continuing effort to study
the® problems of repragsentation and general lzation through the
ararratical Inference auestion,

AIM<9@, Anthony C, Hearmn, STANDARD LISP, May 1969, (out of print),

Aunlform subset of LISP1,5 capable of assembly under a wWj|de range
of exlsting compliers and Interpreters [|S described,

AIM=91, Anthony C, Hearn and J, A, Campbell, SYMBOLIC ANALYSIS OF
FEYNMAN DIAGRAMS BY COMPUTER, August 1969,

We describe a system of programs In the |anguage LISP 1,5 which
handles all stages of ~calculation from the speciflcatlon of an
elementary~particie process In terms of a Haml||tonlan of Interactlion
or Feynman dlagrams to the derlvatlon of an absolute square of the
matrix element for the process,

AIM-92, Victor D. Schelnman, DESIGN OF A COMPUTER CONTROLLED
MANIPULATOR, June 1969, 52 pages,

This thesis covers the pPrelliminary system studles, the design
process, and the design detalls assoclated with the deslgn of a new
computer controlled manipulator for the Stanford Artlifliclal
Intelligence Project, A systems study of var lous manipulator
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configurations, force sensing methods, and sultable componenmts and
haroware was flrst performed, Based on thls study, a general deslign

concept was  formulated. Thils concept was then developed Into a
detalled manlipulator deslgn, having sIx degrees of freedonm, aj|
electric motor powered, The manlpulator has exceptionaijy high

position accuracy, compPartitively fast feedback servo performance,
and approximately human arm reach and motlon properties, Supporting
sorme of the deslan details and selectlons are several examples of the
deslan calculation proceaure employed,

A[tt=G3, Jerome Feldman, SOME DECIDABILITY RESULTS 0N GRAMMATICAL
INFERENCE AND COWPLEXITY August 1969, 26 pages, (out of print,
revision In preparation),

The problem of arammatical inference Is conslidered and a number of
poslitive answers +to decldablllty questlons obtalned, Condltlons are
prescrliped wunder which It is possible Tfor a machline to Infer a
grarmar (or the best grammar) for even the general rewrltlng systems,

AIM-54, Kenneth Mark Colby, Lawrence Tes|er, Horace Enea, EXPLRIMENTS
WITH A SEARCH ALGORITHM ON THE DATA BASE OF A HUMAN BELIEF
STHUCTURE, Aygyst 1969, 28 pgaes,

Problems of collect|ng data regardina numan bel lefs are cons|dered,

Representatlon of thlg data In a computer model designed to judge
crecibl|{ity Involved garaphrasings from natural language Into the
symcollc expressjons of the programming Jlanguage MLISP, Experiments

in processing this data With a partlicular search algorlthm are
described, discussed and c¢ritjcized,

AIM=G5, tohar Manna, THE CORRECTNESS OF NON~-DETERMINISTIC PKOGRAMS,
August 1965, 44 pages,

In this paper we Tformalize properties of non-deterministic programs
by means of the sgagtisfiabillity and validlity of formulas In
first-order logic, Our maln purpose IS to emphasize the wlde variety
of possible applicatlgnsg of the results,

AIM-96, Claude Cordel| Green, THE APPLICATION OF TKHEOUREM PRUVINC TO
QUESTION«ANSWERING SYSTEMS, August 1969, 166 pages,

This paper shows how a gtestion~answering system can use flrsteorder
logle as Its language and an automatlc theorem prover based upon the

resolution |nference bprinciple as Its deductive mechan(sm, The
resolution proof procedure 1Is extended to a constructive proof
procedure, An answer constructlon algar[thm Is glven whereby the
system [s able not only to produce yes or no answers but also to flnd
or construct an obJect satisfying a specified condltion, A workling
computer  program, QA3, based on these ideas, Is described, The
performance of the bprogranm, Illustrated by extended examp | es,
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compares favorably wlth several other question- answeringprograms,
Methods are presented for solving state transformation problems, I n
addltion t o questjon-answering, the program <can do automatjc
programming (simple progranm wrlting, program ver|fyling, and
debuaglng), control and problem solving for a simple robot, pattern
recognltion (scene description), and puzzles,

AlY-97, Kenneth Mark Colby and David Canfle|d Smith, DIALOGUES
BETWEEN HUMANS AND AN ARTIFICIAL BELIEF SYSTEM, August 1969,

28 pages,
An artificlal bellef system capable of conducting on-1|ne dialogues
with humans has been gonntructed, It accepts Information, answers
questions and estaplishes a crediblllity for ¢»the Informatlon 1t
acaulres and fop its human informants, Beginning with bellefs of
hiah credibility from a hjaghly believed source, the system Is being

subjected to the gxperlence of dialogues with other humans,

AIM=-98, James Jay Hgorning, A STUOY OF GRAMMATICAL INFERENCE, August
1969, 166 pagses ,

The present study has been motivated by the +twin goal|s of devising
useful Inference procedures and of demonstrating a sound foOrma|basS|s
for such procedures, The former has |ed to the rejectlon of formally
simple solutions Involving restrictions which are wunreasonable I|n
practice’ the Ilatter, to the reJectlon of heuristic "bags of tricks"
whose performance is in general Imponderable, Part | states the
general grammatical Inference problem for forma{ languages, reviews
previous work, estaplishes definitlons and notation, and states my
position for a partlecular ~class of grammatical inference problems
based on an assumed probabilistic structure, The fundamental results
are contained in Chapter Vi the remalning chapters discuss extensions
and removal of restrlictjons, Part 11l covers a var lety Of related
topics, none of which ape treated in any depth,

A[M=99, B,G, Buchanan, G,L, Sutherland and E,A, Felgenbaum; TOWARD AN
UNDERSTANDING OF OF INFORMATION PROCESSES OF SCIENTIFIC
INFERENCE IN THE CONTEXT OF-ORGANIC CHEMISTRY, September 1969,

66 pgdes,
The program called Heuristic DENDRAL solves scientific Inductlion
problems of the ¢fo|lowing type: given the mass spectrum of an

oroanric molecule, what |jS the most plausible hypothesls of organic
structure that wl|! serve to explain the glvenempiricaldata, Its
problem solving power derives 1In |arge measure from the vast amount
of cherical knowledge employed in controlling search and making
evaluations,

A brief descriptlaen of the task environment and the program s given
In Part 1, Recent improvements |n the design of the program and the
quality of its performance in the chemical task environment are

Th




netea,

The acquisltlon of task-specific knowledge from chem|lst="experts",
the representat ion of th|s knowledge 1In a form best suited to
fecllltate the problem solving, and tne most effectlve deployment of
t-his body of know|edgge [nrestrlcting Search and making selectlons
have been maljor foegl of our research, Part Il discusses the
technlaues used and proplems encountered In eljecliting mass spectral
theory from a cooperative chemist, A sample "scenario"™ of a session
with a chemist Is exhibjted, Part |ll discusses more general I ssues
of the representation of the chemlcal knowledge and the design of
processes that yut] I jze It effectlvely, The initlal, rather
stralghtforward, Imojementatlons were found to have serlous defects,
These are discussed, Part v is concerned Wl th our
presentjy-concelved sglytlons to some of these problems, particularly
the rigidity of processes and knowledge- structures,

Ttie paper concludes with a blbllography of ©publications related to
the ENDRAL effort,

AlM-1Jd, Zohar Manna and John McCarthy, PROPERTIES OF PROGRAMS AND
PARTIAL FUNCTION LOGIC, October 9969, 21 pages,

We- consider recursive deflinltions which consist of Algol|=|ike
conaitlional exnressions, By speclfying a computation rule for
evaluating such regcyrsive definlitlion, I tdetermines a nartial
function, However, for dlfferent computation rules, tne same
recursive definltjon may determlne different part/al functions, W e
distinguish between two types of computation rules: sequentlal and
parallel,

The purpose of this paper 1is to formalize ©propertles (such as
terrination, correctness and equiviance) of these partlal functlons
by means of the satisflabllity or validjty of —certain formulas |In
partlal function |o0glg.

This paper was presepnted in the 5th Machline Intelligence Workshop
hela at EdInburgh (Septgmper 15=28, 1969), <and wl|l be pub|lshed 1In
"Machine Inte|llaence 5% (Edinburgh University Press, 1973),

AlM=101, K, Paul, G, Fa|k, J,A, Feldman, THE COMPUTER REPRESENTATION
OF SIMPLY DESCRIEED SCENES, October 1969, 16 pages,

This paper describes the computer representation of scenes consisting
of a number of simp|e three-dImenslonal objects, One method of
representing such scenes Is a space orlented representation where
Informatlon about aregglon of space Is accessed by Its coordinates,
Another approach 1s to access the Informatlion by obJect, where, by
giving the object name, its description and posltion are returned,
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As the descriptlion of an obJect is lengthy, It is desirable to group
similar obJjects, Groups of slmiiar objects can be rapr_’sentod In
terns of a common part and a number of Indlvlduai parts, If |t Is
necessary to slimul|ate mgving an obJject then only the [ndlvidual
information need be saved,

AlM=182, U, A, Waterman, GENERALIZATION LEARNING FOR <AUTOMATING T H
LEARNING OF HEURISTICS, July 1969, 74 pages,

This paper investigates the problem of Implementing machine |earning
of heuristlies, First, a method of representing heuristics as
production rules |s developed which fac| i itates dynamic manipulation
of the heurlstics by the program embodying them, Second, procedures
are developed which permit a problem-solving program empioyling
heurlstics I n production rule form to learn to improve Its
performance by evajuating and modlifylng exlisting heuyrlsties and
hypothesizing new ones, either during-an explie¢lt training process or
during normal program operation, Thirag, the feasibility of these
ideas in a complex probjem=-so|ving situation Is demonstrated by usling
then in a precgram to make the bet dec I S|on in draw poker, Filnally,
proclems wh Il ch merit further investigatlon are dlscussed, including
the problem of dafining the task environment and the Probjlem of
agapting the system to board games,

ATM~183, John A|len and David Luckham AN INTERACTIVE THEOREM-PROVING
PROGRAM, October 1969, 27 pages,

We present an outline of the principle features of an on=|ine
Interative theoremeproying progranm, and a brief account of" the
results of some experiments with it, Thls program has been used, to
obtaln proofs of new mathematical resu|ts recent]|y announced wilthout
proof In the Notlges of the American Mathematical Soclety,

AlM=124, Joshua Lederberg, Georgia L, Sutherland, Bruce, G, Buchanan,
Edward A, Felgenbaum, A HEURISTIC. PROGRAM FOR SOLVING A
SCIENTIFIC INFERENCE PROBLEM: SUMMARY OF MOTIVATION AND
IMPLEMENTATION, November 1969, 15 pages,

The primary mot|vation of the Heurlstic DENDRAL project |Is to study
and model processes of inductive inference In sclence, | nParticular,
the formatlon of hypotheses whligch best explaln g1ver sets of
empirical data, The task chosen for detajled study Is organijc
molecular structure determination using mass spectral data and other
associated spectra, This paper first Summarizes the motlivation and
general outline of the approach, Next, a sketch Is given of how the

program works and how good Its performance is at th1s stage, The
paper concludes W|th 5 comprehensive |18t of publlcatlons of the
project,
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AlM=195, M, Heuckel, AN OUPERATOR WHICH LOCATES EDGES |IN DIGITIZED
PICTURES, Octoper 1969, 37 paws,

This paper reports the development of an edge finding operator
(subroutline) which accepts the dliglitlized [light intensities withln a

smal | glsc=shaped subarea of a picture and yields a descriptlion of
any edae (brightness gtep) whlch may pass over the dlse, In
addition, the operator reports a measure of the edge’s rejlabl]|ty,

A theoretlcal| effort disclosed the wunlque best operator wnlch
satlisfies a certain set of criterla for a local| edge recognlzer, The
main concerns of the <criteria are speed and reliability in the
presence of nolse,

KLY WORDS AND PHRASES: artificial Intelligence, picture processing,
pattern reacognltion, edge recognition, edge Operator, primitives of
pictures, computer Vvislon, scene analysis, feature extracting,
information reduction, neise elimination, heurlistiec process, Hilbert
space,

Al~x«186, Michael £, Kahpns THE NEAR-MINIMUM-TIME CONTROL OF IPEN~LOGP
ARTICULATED KINEMATIC CHAINg, December 1969, 171 naQes.

The t|ime~optimal contro| of a system of rigid bodies connected in
Series by single-degree-0 f-freegom jolnts 1is studied,

The- dynamical eguatijons OF the system are highly nonlinear and a
closed-form representatinn of the minimume~time feedback control 1I|s
not possible, However, a suboptimal feedback control which provides
a close approximation to the optlimal| control is developed,

The suboptimal contro| 1is expressed in terms of snitching curves for
each of the svstem controls, These curves are obtained from the
linearized equations of motion for the systen, ApproxImatfons are
mage for the effects of aravlty loads and angular velocity terms in
the ronilnear equations of mction,

Diclital simulation is usea to obtaln a comparison of response 1tlmes
of the optimal and suboptimai controls, The speed of response of the
sutontimal control is found to compare quite favorably with the
response speed of the optimal control,

The analysls I S appljed to the control of three joints of a
mechanical manipulator, Modiflcations of +the suboptimal control for
use In 2 sampled-data system are shown to result 1in good Performance

of a hydraullc manipulator under computer control,

AlMe107, Gl!ibert Fajk, SOME IMPLICATIONS OF PLANARITY FOR MACHINE
PERCEPTION, December 1969, 27 pages,

The problem of determining the shape and orlentation of an object
based on one or more twgo=dimenslona| Images Is considered, F-or a
AIM=148, Michael D.Kel|y, EDGE DETECTION IN PICTURES BY COMPUTER
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USING PLANNING, January 1970, 28 pages

This paper descrlbes a program for extractlingan accurateOutl|lneof
a man'’s head from a dlgltal plcture, The program accepts &8s Input
dialtal, grey scale pictures contalnlingpeoplestanding In front of
various backgrounds, The output of the program s an ordered]Ist of
‘the nolnts whlech form the out|ilne of the head, the edges of
backaround obJects and the Interlor detal|s of the head have been
suppressed,

The program 1Is successful because of an Improved method for edge
detectlon whlch wuses heurlistic planning, a technique drawn from
artiflclal Inte|l]gence research |In problem solving, A brjief, edge
aetectlon uslng Planning conslists of three steps, A newdlgital
picture Is prepared from the orjiginal; the new plcture Is smaller and
has less detall, Edges of obJects are located In the reduced plcturs,
The edges fTound In the reduced plcture are usedas a plan for flIndlng
edges In the orligingl picture,
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AlM=189, Roger C, Schanks, Lawrence Tesler, and Sylvia Weber, SPINOZA
113 CONCEPTUAL CASE-BASED NATURAL LANGUAGE ANALYSIS, January
1978, 1.07 pages,

This paper presents the theoretical changes that have developed 1In
Conceptual Dependency Tneory and thelr ramiflications tn computer
ana lysls of natural language, The major items of concern are: the
elirination of rejlance on “grammar rules™ for parsing wlth the
emrhasls given to conceptual rule based parsing, the development of a
conceptual case system to account for the power of
corceptualizations;: the catecorlzation of ACT"s based on permlssible
conceptual cases and other criteria, These Items are developed and
discussed In the context of a more powerful conceptual parser and a
theory of language understanding,

AliM~118,tdward Ashgroft and Zohar Manna, FORMALIZATIONOF PROPERTIES
OF PARALLEL DROGRAMSp February 1970, 58 pages,

In this paper we gescrlpe a class of parallel programs and glve a
foraallzation of <certain propertjes of such programs In predicate
calculus,

Although our proarams afe syntactically simple, they do exhiblt
Interactlion between asynchronous paraliel processes, Wwhich 1is the
essential feature weg wigh to consider, The formallzatlon can easl |y
be extended to more cgmplicated programs,

Alsc presented is a method of simpl|lfylng parallel programs, |.€,,
constructing simpler equivalent programs, based on the "Independence"
of statements In them, With these slimpllcatlions our formallzatlon
gives a practical method for proving properties of such programs,

AlM=111, Zohar Manna, SECOND-0ORDER MATHEMATICAL THEORY OF
CoMPUTATIGN, Margh 1978, 25 pages,

In this work we show that It |s possible to formalize ail properties
regularly- observed in (determinjstic and non- deterministic)
algerithms in second-order predicate cajculus,

Moreover, we show that for any given algorlthm It sufflecesS to know

how to formallze Its "partlal| correctness” by a second-order Tormula
In order to forma| lze a|l other propertlas by second-order formulas,
This result Is of speclal Interest slnce "partlal correctness”™ has

already been formalized In second-order predicate calculus for many
classes of algorlithnps,

This paper wlll be presented at the ACM Symposlum on Theory of
Computing (May 1970y,
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AIM=112, Franklin D, Hi if, Kenneth Mark Colby, David C, Smith, and
hliliam K, Wittmer, MACHINE-MEDIATED INTERVIEWING, ”arCh 1979,
27 pages,

A technique of psychiatric interviewing 1is described 1in which patient
and interviewer communicate by means of remotely |ocated teletypes,

Advantages of non-nonverbal communjcation in the study of the
psychiatric interview and In the development of a ¢omputer program
desianed t o conduct psychjatrie Interviews are dlscussed,

Transcripts from representative I[nterv|ews are reproduced,

AIM=113, Kenneth M, Colby, Franklin R, HIlf, Willjam A, Hall, Ao MUTE
PATIENT"S EXPERIENCE WITH MACHINE-MEDIATED INTERVIEWING, March
1970, 19 pages,

A hospitalized mute patient participated in seven machine-mediated

Interviews, excerpts of which are presented, After the flfth
Interview he began to use spoken |anguage for communication, Thils
nove | technliaue |s suggested Tfor patients who are unable to

partlcipate In the ysuyaj vis=a=vis interview,

AIM=-114, A,W, Bjepmanpn and J.,A, Fe|dman, ON THE SYNTHESIS OF
FINITE-STATE ACCEPTORS, Apri| 1970, 31 Pages,

Two ailgorithms are presented for solving the following problem!
Glver a finite-set § of strings of symbols, find a flpnlte~-state
machine which wily accept the strings of S and poSsibly some
aadltional strings which "resemble" those of S, The approach used I8
to clrectly construct the states and trans|tlons of the acceptor

machine from the strlng Information, The ajlgorithms |nclude a
parareter which enapie one to increase the exactness of the resulting
machine"s behavlor as much as desired by Increasing the number® of
states In the maghine, The properties of the algorithms are

Presented and illustrated with a number of examples,

The paper glvesamethod for ldentifylng a finite-state |anhgyage from
a randomly chosen flnlte subset of +the language |f the subset I|s
large enough and if a bound is known on the number of states reaqulred
to recoonize the |angyage, Flinally, we discuss some of the uses of
the algor|thmsand their relationship to the problem oOf grammatical
inference,

AlM=115, Ugo Montanarj, ON THE OPTIMAL DETECTION OF CURVES IN NOISY
PICTURES, yareh 1978, 35 pages,

A technique Tfor recoadnlzlng systems of |lnes |Is presented, In which
the heurlstlic of the problem is not embedded In the fegognition
algorithm but is e®pressed in a figure of  merit, A myltistage
declslon process is then able +to recognize the Input Pleture the
optimal system of limes according to the g@lven figure of mer|t, Due
to the global akproach, greater flex|blllty and adequacy to the
particular problem |8 aghleved, The relation between the structure
of the Tigure of meplt and the complex|lty of the optimizatlon process
is then discussed, The method described 1s sultable for parallel
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process|ing because the operations relative to each state can be
conputed In paral je|, and the number of stages Is equal to the |[ength
N of the curves (or to |9_2N |f an approximate method |Is used),

A[M=116, Kenneth MarkCgolbv, M,D,, MINJO AND BRAIN, AGAIN, March 1972,
1? pages,

Classical mind-brain questions appear deviant through the lens of an

anz |ogy compar|ng mgnta | nr ocesses Wl th computational processes,
Prcblems of reducibjljty and personal consclousness are al so
considered In tha 1 jeht of this analogy,

restricted class of prcjectjons it Is shown that monocular

Informatlon Is often "nearly" sufflctent for complete speclflcation
of the object viewed,
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Appenalix E
OPERATING NUOTES

The Stanford Artiflglallntel|lgencelLaboratoryhas a dyal|=processor
(DEC PUP=-18/PDP=g) time=shared computer, It has 131 thousand words
of care memory backed by a fastdlisk (28 ml 1 1 ion blts Per second
transfer rate) and an IBM 2314 disk file" Numerous dlspl&y consoles
and Teletype terminals are connected,

The GUperating Notes (SAILONS) below describe the operatlonof
computer programs and equlpment and are intended for projeet Use"

This annotated |lsgt omits obsolete notes,

SAILON=2,1, N, Wglhepr, "Calcomp Plot Routlines", September 1968,
Describes use of paslis plot routlnes from e|therFORTRANIV or
MACRO,

SAILON=3,1, B, Baymgart, "HOW to Uo It and Summaries ©OfThings",
March 1969, An Introductory summary of system T eatures
(obsolescent),

SAILON=8, S, Russell, "Recent Addlitlions to FORTRAN Library", March
1967,

SAILON=9, P, Petlit, "Electronjc Clock", March |967, Electronic clock
attached to the system glves time In mlicro=secondS, seconds,
minutes, hours, day, month, and vyear,

SAILON~-11, P, Petlt, "A Recent Change to the Stanford POP-6
Hardware™, March 1967, The PDP«6 has been changed so that user
programs can do thelrown I/0 tO deviees numbered 780 ,and
above,

SAILON=21, A, Grayson, "The A-D Converter", June 1967,

SAILON=21 Addendum 1. E, Panofsky, "A/D Converter Multiplexer Patgh
Panel and Channel Assignments as of 1=9-69", January 1969,

SA1LON=24, S, Russell, "PDP=6 /0 pevice Number Summary", August
1967,

SAILON=25, s, Russel|, "The MIsceiianeous Outputs"™, August 1967,
Gives bit assignments for output to hydraulle arm and TV camera
positioning,

SAILON=26,2, P, Petlt, "FAIL"™, Aprl11970, Describes one-pass
assembler that |s about flve tlImes as fast as MACRO and has a
mgre powerful macro proCesSgr,

SAILON=28,3, L, Quam, “Stanford LISP 1,6 Manual", September 1969,
Describes the L [Sp interpreter and complier, the edl%or ALVINE,
andotheraspectso f thisvenerated!||st processing System,
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SAILON=29, W, welher, "Preliminary Description of the Dlsplay
Processor'", t4tugust 1967, ITI display system from the
programmer®s viewpoint,

SAILGN=31, J, Sauter, "DlscDlagnostic", October 1967, A program to
test the Liprasgope Disk and |ts Interface,

SAILON=35,2, K, Pinagle, "Hand-Eye LibraryFlile", April 1977,

SAILON=36, G, Feldmnan, "Fourler Transform Subroutine”, June 1968,
FORTRAN subroytine performs one-dimensional Fast Fourler
Transform,

SAILON=37, S, Russej ! and L, Earnest, "A,l, Laboratory Users Gulde",
June 1968, Orientation and administration procedures,

SAILON=37, Supplement 41, J, McCarthy,. "A,l, Laboratory Users Gulde",
June 1968, Hard-line aaminlistratlion,

SAILCN=-38, P, Vicens, "New Speech Hardware? August 1968,
Preprocessor for jnput to speech recognition systems,

SAILON-39, J, Sauyter and D, Swinehart, "SAVE", August 1968, Pprogram
for savlng and restoring a slinajleuser’sdisk files on magnetic
tape,

SAILON~41, L, Quam, "SMILE atLISP", September 1968, A package of
useful LJISP functions,

SAILGN=42, G, Falk, "vigicon Nolsa Measurements? September 1968,
Measurements of spatlial and temporal noise on Cohy vidicon
camera connected to the computer,

SAILON=43, A, Moorer, "DAEMON - Disk UJump and Restore", September
1968, Puts ail or selected files on magnetic tape, New
Versign descr|bedi n SAILON=-54,

SAILON=44, A, Moorer, "FCROX - MACROX to Fall Converter? September
1968, Converts MACRO programs to FAIL format, wlth a few
annotated exceptions,

SAILON=45, A, Hearn, "REDUCE Implementatlion Gulde"™, October 1968,
Describes the procedure for assembling REDUCE {a symbolic
computation system) In any LISP system.

SAILCN=46, W, Welher, "Loader Input Format", October 1968,

SAILON=47, and 47 Supplement 1, J, Sauter and J, Slingeéer, "Known
Programmlina Differences between the PDP-6 and PDP«182" November
1968,

SAILON=49, A, Hearn, "Service Routlnes for Standard LISP Users%
February 1969,
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SAILON=56,2, S , Sayitzky, "Son of Stopgap", April 1970, A
llne-number=-0rignted text edltor wlth str Ing séarch and
substitutlion commands and hyphenless text Justiflicatlion,

SAILON=52,1, A Moorer, “System Bootstrapper’s Manual", February
1969, How to bring back the system from varlous stateso f
d|sarray, ,

SAILON=53, R, Neely and J, Beauchamp, "Some FORTRAN 1/0 Humanlzation
Techn) ques", March 1969, How to |lve wlith FORTRAN crockery’

SAILON=54, A , Mooprep, "Stanford A=l Project Monlitor ManualiChapter [
a Console Commands™, September 1969, How to ta|k to the
t|mesharling sSystem.

SAILCN-55, A, Moorep, "Stanford A-1 ProjectMon|torManual! Chapter

I - User #Programming”, September 1969, Machlne Jlanguage
commands to the timesharina system,

SAILON=56, T, Panofsky, "Stanford A=l Faglil ity Manual? Computer
equipment features (In preparation),

SAILON=S57, U, Swinehart and R, Sproull, "SAIL", November 1969,
ALGUGL=6Q comp| ler with LEAP constructs and stringprooessing,

SAILON=58, p, Petjt, "RAID", September 1969, Display~oriented
machine Jlanguage debugging package,

SAILON=59, A,, Moorer, "MONMON", October 1969, Lets You peser Into
the TS monltor,

SAILON=68, L,Earnest, "Documentation Services", February 1978, Text

preparation by computer |s often cheaper then t¥pewrlters,
Faclllties for text preparation and reproductionare dlscussed,
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Contribution from the RENDRAL project

towards t h e summary o f REsearch

E. A. Feipgenbaum
J. Lederberg
B. G. Buchanan

. L. Sutherlani

in the Computer Science lept,1970

85




The “scientific nethod" involves two very lifferent
kKinds of intelligent behavior, sometimes cal ledinduction

anddeduct ion respect i vely. At heoryi s sonehow' i n luced",

sometimesoutof sheer specu 1 at i on, i n ordert o account for
soile l-ii thertobhaff 1i neg or provocativeohservat ions of
nature, Then, the theory is applielleducti vely,i.r.,
logically or athematicallyriforous conclusions arenaile,
If the theory is true, thencertain results austhe
ohtainel,.

The process of logical Jde-duction follows rules which,
at least at anelenentary level, arewellunlerstoolt,
Corresponlingly, computers have been extensively used for
deductive calculations. 3Scientificinduction, o n the other
hand, renainsa::ys tcr i ous nrocess, connected t 0 the aos t
"creative' aspects of human th inking, an iisfifficult to
i mplementon a computer.

The DENORAL project aims atenulating i n @ computer
progran the i nducti ve hehav i or of thescientistin an
important but sharply 1 imitedarea of science, organic
chenis try. Most o four worki s alddressed to the following
prob len: Giventhe Jataof tliemass spectrum of anunknown
compound, induce a workablenumber of plausible solutions,
that is, a smalllist of candidate molecular structures.

T h e tieur i sti ¢ DENDRAL program does this, and, in or&w to
coplete the task, the prosramthen deduces the mass
spectrum predicted by the theory of mass spectrometry for
each of the candldates, and selects the mostproduct i ve

hypothes i s, i .e., the structure whose predicted spectrum
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mos t cl osely natchies the data.

we have designed, engineered, and lemons trated a
computer progran that manifestsmany aspects of hunan
problein=solving techniques. It als o works faster than hunman
intelligence in solving problems chosenfroman
appropriately 1 iiii ted dJomain of types of compoun Is, as
illustratel in the cited publications. (13,17)

Some of the essential features of the DFMIRAL prorran
include:

1) Conceptualizing organicchenistry in terms ni
topologicalgraph theory, i.e., a general theory of ways of
coibining a tons.

2)Eabodying thi s approach i n an exhaust i ve
hypothesis generator., Thisi s aprogranwhichi s canahle,
in principle, of "inagining'" every conceivabhlemolecular
structure.

3)0rzanizing the hypothesis rsenerator so that it
avoids duplication and i rrelevancy, and moves from structure
to structure in an orderly and predictahle way.

The key concept is that induction bYecomesa process of
efficient selection from the domain of all possihle
structures. Heuristic search and evaluation is use.l to
implement this ‘*efficient selection”. Most of the inzenuity
i n the programi s Jevoted to heuristic modificationsofl the
generator. Some of these modifications. result in early
pruning of unproductive or implausible hranchesof the
search tree. Other modifications require that theprogram

consult the data for cues (pattern analysis) that can ke
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use.l by the generator as a plan for a more effective or:er
of priorities during hypothesis seneration. The nrogran
organizationis aimed at facilitating the entry of new j leas
by the chemist when discrepancies ar e perceived hetween the
actual Functioning of the preqgram and his expectation of it.
The Heuristic DENDRAL process of anal yz i ng anass
spectru1* consists of three phases. The f i rst,
prelimi nary inference (or planning), obtains clues fromthe
Jata as to which classes of chemical compounds are surgestel
or forbidden b y the data. The second phase, structure
generat ion, enunerateschenically plausible structural
hypotheses which are conpatible with the inferences maide in
phase one. The thi rd »hase, predictionandtesting (or
hypothesis validation), predicts consequences fromeach
“structural hypothesis and comnares this prediction with the
oripinal spectrum to choosethe hypothesis which kest
explains the data. Corresponding to thesethree phases are
three sub-programs. Theprorrams have beendescribelin

previous publ ications, primarily in the booksMachine

kkkkkkkhkkhkkkk FOOLNOLE*F**hkk*

* For this Jiscussion it is sufficient to spy that a mass
spectroileter is an instruaent into which is put a minute
sanple of some chemical compound and out of which comes data
usually represented as a twodimensional histogram. This is
what is referred to here as the mass spectrum. The
instrument itself bombards molecules of the compound with
electrons, thereby producing ions of different massesin
varying proportions. The points on the abscissa of the
spectrun represent the masses of ions produced and the
points on the ordinate represent the relative abundances of

ions of these masses.
[XEXEXEEZEEXEXZEEZZEIACEZEE RS & 2 2 & & 4
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Intelligence IV and V (g,14)and in a series of Stanfor
Artificial Intelligzence Project Memos(8,11,14,15).

The attached references report the practical
application of DENDRAL as an aid in solving problens of
chemical structure., While our main interest in DFIMCRAL s
as a prototype oi scientific induction, it mnay have snecific
application in guiding the closed-loop automation of an
analytical mass spectrometer or general chemical
fractionation systeii.

Three papers have appeared in the Journal of the
American Chemnical Society (12,13,17)and a fourth has
been submitted, The first paper describes thelleuristic
DENDRAL progsramandtabul ates numbers of chemical 1 y
plausi b 1 eisomer s for many compounds . Thisis of marticular
fnterest to chemists because it indicates the size »nf the
search space in which structures musthe found to match
specific Jata. The second paper explains theanpli cation of
the program to ketones: the subclass of molecular structures
containing the ketoradical. The whole process fron
prel iminaryinference (planning) through structure
generation and prediction of theoretical spectra was annlied
to many examples of ketone spectra. The results, in terms
of actual structures identified, are encouraging., Thethird
paper explains the application of the program to ethers. A
second kind of data,NwR spectroscopy, was introduce:! to the
process and aided considerably in the successful processing
of ether compounds, The fourth paper (18)descrihesthe
application of Heuristic DENDRAL techniques to the class of

chemi cal compounds cal 1 ed ami nes. In this case, even with
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both mass spectral data and NMR data, the Heuristic NFMPRAL
progranwas not ableto limit the list of potential
hypotheses to a sial l nunber, tllowever, h y usingallitional

information availablewithin the NMR data, a n alditional
progran waswr i t ten, which performs the‘'hypotiwsis selection
anJ val i dat ion tasks i ndependently of the previous prozrans.
This technique worked very well for amines, and is thought
to be applicable to alimited, but significant, class of
other.compounisaswell.

Une reason for the high level o f performance o f the
Heuristic DENDRAL program is the large aaxount of mass
spectrometry knowledge which chemists have imparted to the
program. Obtaining this has been one of the hirsrect
‘bottlenecks i n developing t h e program. | t should he
understood that there presently is no axiomatic orevenwnrll
organized theory of mass spectrometry which wecould
transfer to the program fron a text hook or from an expert.
Most of the chemical theory has been put into the progsraaby
a progranier who is not a chemist but who spent nany hours
in eliciting the theory frori the chemist-expert. In many
cases the chenists's theory was only tentative or
incompletely formulate& so that many iterations of rule
formulating, prograrming, and testing were necessary to
bring the DENDRAL program to its present level of

competence,
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A few general points of strategy have enerre | from the
DENDRAL effort. /i th regard to the theoret i cal knowlelge of
the task domain in the prorramn, we hel ieve that the
following considerations are important.

1) It is important that the program's "theory of
the real worl " Le centralized and unif ied, Ctherwi se,
Juring the evolution of this theory, the program will
inevitably accunulateinconsistencies.

2) It would be advantageous for the program to
derive planning cues from i ts own theory, by i ntrospect i on,
rather than from external Jdata which may not yet have een
assimi late:d into i ts theory. The success of the prorran
Jependsin every case on the val i dity of the theory, s«
there i s no use goi ng beyond i t. It is nore efficient for
the computer to renerate hypothetical spectra and search fnr

Fo

the relevant "diarnostic'" patterns i n them than to wai t for
exper imental Jata. The theory shoul 1 be responsive to the
Jata; then the 1 ist of inference cues shoulld he rsenerate i
fromthe t heor vy,

3) Separating the theory from the routines which
use i t faci 1 i tates changing the theory to improve it, nn the
one hand, or to exper i ment wi th vari at ions of i t, on the
other. Al thourh scattering the theory in the nrogran's L1 SP
code increases running efficiency, it seems nore Jdesi ra'le,
atthis point, to increase theprogram's flexibility. This

has led us to Jesi gn the programs in a form we refer to as

"table-driven'".(14)
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L) The idea Tor a new, "ileta-DENDRAL", prosram i s
emerging. ldeta-DENLRAL wi 11 be a program which can renerate
alternate theories of mass spectroscopy, analogous to the
way in which the Heur i st ic DTNDRAL program renerates
alternate structures to explain a given mass spectrum. A
theory of nass spectroscopy is hui 1t upon primitive
operations to explain the nechanisms thought to he
underlying Jdifferent spectra. The present Heur istic ITMIRAL
prograim contains one such theory of mass spectroscopy. But
there are possibly other theories, and thej o b of
Meta=-0OENDRAL wi 11 be to senerate these automat icall y hy
conpilter,

5. The cons i s tency problem ment ioned in # 1 above
woulid evaporate if there were just one representation of the
chemical theory which could be read by al 1 marts of the
system which use the theory. Jut i t may be unreasonable to
expect to find one representation which is suitable for all
purposes. A solution is to add ei ther (a) A proeram which
can read both representations of the theory to check for
inconsistencies, or (b) a Jifferent representation to which
modi f icat ions wi 11 be made and a program which wri tes the
other two representations from the third after each set of
changes. |In either case, the program which willresult will
be part of leta-DENDRAL, since it deals with more global
problens of science than Joes the leuristic DENDRAL progsran
which Jeals specifically with the problems of mass

spectronetry.
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COMPUTER SIMULATION O BELIEF SYSTEMS

Kenneth Mark Col by, MD., who is a Scnior Research Associate in the
Computer Science Department, termnated his private practice of psychiatry
to devote full tinme to investigations in this area of conputer sinulation.
The Natiounal Institute of Mental Health sponsored two projects uancer Dr.
Coldy's direction. One of these is a Research Career Award and the other
IS a research project which continues the investigations in which his group

has been enzaged for the past seven years.

Resear ch Plan

A Introduction and Specific Ains:

The clinical problens of psychopathology and psychot herapy require
further investigation since so little is known about their essential processes.
Some of this ignorance stems froma lack at a basic science |evel of dependable
know edge regarding higher nmental processes such as cognition and affect. The
research of the project attenpts to approach both the clinical and basic
science problens fromthe viewoint of information-processing nodels and
conputer simulation techniques. This viewpoint is exenplified by current
work in the fields of cognitive theory, attitude change, belief systens,
computer Sinulation and artificial intelligence.

The rationale of our approach to these clinical problems lies in a
conceptual i zation of themas information-processing problens involving
higher mental functions. Conputer concepts and techniques are appropriate
to this level of conceptualization. Their success in other sciences woul d
| ead one to expect they mght be of aid in the areas of psychopathol ogy and

psychot her apy.
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The specific aims of this project relate to a |ong-term goal of
developing more satisfactory explicit theories and nodels of psychopatho-
| ogi cal processes. The nodels can then be experinmented with in ways which
cannot be carried out on actual patients. Know edge gained in this manner

can then bc applied to clinical situations.

B. Methods of Procedure:

W have now gai ned consi derabl e experience with methods for witing
programs of two types. The first type of programrepresents a conputer
model of an individual person's belief system V& have constructed two
versions of a nodel of an actual patient in psychotherapy and we are currently
witing prograns which sinulate the belief systens of two normal individuals.
We have al so constructed a nodel of a pathol ogical belief systemin the form
of an artificial paranoia. A second type of programrepresents an inter-

vi ewi ng program which attenpts to conduct an on-line dialogue intended to
co-llect data regarding an individual's interpersonal relations. V& have
witten two such interview ng programs and at present we are collaborating
with psychiatrists in witing a programwhich can conduct a diagnostic
psychiatric interview.

A conputer nodel of a belief systemconsists of a |arge data-base and
procedures for processing the information it contains. The data-base consists
of concepts and beliefs organized in a structure which represents an individual's
conceptual i zation of hinself and other persons of inportance to himin his
life space. This data is collected fromeach individual informant by
interviews. Verification of the nodel is also carried out ininterviews in
which the informant is asked to confirmor disconfirmthe outcone of
experiments on the particular nodel which represents his belief system

Because of the well-known effects of human interviewer bias, the process of
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dat a-collection and verifications should ideally be carried out by on-line
man-machine di alogues and this is a major reason for our attenpt to wite
interviewing prograns. However, the difficulties in machine utilization of
natural |anguage remain great and until this problemis reduced we nmust use
human interviewers.

We have witten one type of therapeutic interactive program which is de-
signed to aid | anguage devel opnent in nonspeaking autistic children. W have
used it for the past two years on eighteen children with considerabl e success
(SC% linguistic inprovenents). W intend to continue using this program and
to instruct professionals in psychiatry and speech therapy in howto wite,

operate and inprove such therapy programs for specific conditions.

C. Significance of this Research:

This research has significance for the psychiatry, behavioral and
conput er sci ences.

Psychiatry lacks satisfactory classifications and expl anations of
psychopat hol ogy. W feel these problems should be conceptualized in terns

of pathological belief systens. Data collection in psychiatry is performed

by humans whose interactive effects are believed to account for a large per-
centage of the unreliability in psychiatric diagnosis. pjagnostic interviewng
should ideally be conducted by conputer programs. Finally, the process and
mechani sms of psychotherapy are not well understood. Since experimentation on
computer Models is nmore feasible and control | able than experimentation on
patients, this approach may contribute to our understanding of psychotherapy
as an information-processing problem

It is estimated that 90% of the data collected in the behavioral sciences

is collected through interviews. Again, a great deal of the variance shoul d

be reduced by having consistent prograns conduct interviews. Also, this
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research has significance for cognitive theory, attitude change and social
psychology.

Comput er science is concerned with problems of nan-machine dial ogue in
natural |anguage, with optinal menory organization and with the search problem

in large data-structures. This research bears on these problenms as well as

on a crucial problemin artificial intelligence, i.e., inductive inference by

intelligent machines.

D.  Col | aboration:

W are collaborating with two psychiatric centers for disturbed children
and a local VA hospital. & are also collaborating with residents in the
Department of Psychiatry and with graduate students, in conputer science,

psychol ogy, education and electrical engineering.
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Programm ng Mdels and the Control of Conputing Systens

Wrk to Date

The first phase of this research was concerned with the devel opnent
of the graph program nodel and the denonstration of its suitability for
representing a broad class of conputational problens (Duane A Adans,

"p Model for Parallel Conputations"”, June 1969, Proceedi ngs of Synposium
in Parallel Processor Systems Technol ogy and Applications, Monterey,
California). The nodel, as devel oped by Adans, is concerned with free
running prograns, that is, programs for which one could assune there

were sufficient resources that the conputation does not come to a halt
for lack of resources. Such a nodel is useful for examning the
representation of parallel conputations and studying the maxinmum resource
requirenent.

The second phase of this study is concerned with resource allocation
on graph program conmputations in two different environments: (1) the free
running and (2) resource limted.

The graph program nmodel, as devel oped by Adans, is one in which the
control of the conputing systemis governed by the flow of data through
it. The nodel includes the definition of data types and primtive nodes
that define the possible classes of conputation. It also includes a
hi erarchical structuring of progranms including graph procedures which
pernit recursive conputations. The data item has no pernanent |ocation as

representation, but rather "travels" along the edges of the graph to the
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operations which are performed on it. This nodel permits one to program
sophisticated algorithms such as matrix inversion in a way which allows
both the single construction stream type of parallelismand nultiple
construction stream parallelismdow to a very low level. The rules for
creating an Adans' graph include inplicitly the sequencing contro
necessary to permt parallelism of conputation. This approach is to be
contrasted with approaches for which the programmer nust explicitly specify
the parallelismin the program The latter cases are characteristic of
prograns for the IILIAC |V, systens that include the fork and join
statements, and systens enploying Dijkstra semaphore primtives as devices
whereby the programrer can represent parallel conputations. In the graph
program nodel operations are assumed to be inplicitly sinultaneous unless
they are logically dependent upon one another, as indicated by the
precedence in the directed graph representation of the conputation. In
this directed graph nmodel, the nodes of the graph represent operations
performed on data stored on it as directed into the node.

The graph program simulator has been witten (Edward Nelson, G aph
Program Simulation). This sinulator interprets Adams's graph
prograns, carries out the conputations specified by the graph procedures
keeps statistics on the timng and resource usage, and thereby pernits
one to-do studies on resource allocations for such parallel conputations.
The sinulations were run on a nunber of small prograns including a matrix
nmul tiply program a quadrature program and a sort program The prograns
were-run using varying anounts of data and varying assunptions about speeds
of the prinitive operations. Another variation was to run with and w thout

vector parallelism that is, the multiple execution of instances of a given

102



p node. Al of the similations run were done so under the assunption that
the machine specified by the simulator had an unlinited nunber of processors
to carry out the operations specified by the primtive nodes and an unlimted
anmount of nenory. O course, that is an unrealistic assunption. These
simulations were run in an attenpt to discover the inherent resource usage
characteristics of programs operating under the constraints of the Adans
program graph nodel

The sinulator, which is described in Nelson's draft report along
with the experinents run on it, has the follow ng characteristics. It
may be thought of as a parallel conmputer with the follow ng conponents
(1) storage for graph procedures, (2) storage for data (edges),
initiation queues and that status of nodes and edges in executing graph
procedures, (3) a pool of processors with input and output registers,
(4) logic for performng the operations specified by the primtive nodes,
(5) control logic for determning which nodes are ready to execute
assi gning processors to these nodes, recognizing when a process is done
and putting the results on the output edges in the order dictated by the
initiation queue. Besides these canponents, the sinulator also has the
code necessary to gather statistics on the sinulation and provide a trace
of the conputation.

Two distinct machine nmodels are possible for the simulator. One
in which each processor is a specialized functional unit able to execute
only a single type of primtive node and one in which the processors are
all general processors so each can execute all the prinmtive nodes.

In terns of an actual inplenmentation the first node has the advantage
that it is not necessary to duplicate the decoding and control circuitry

required to decode operations in each processor. It has the disadvantage
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of limting the flexibility of the processor allocation algorithm in
addition, if the mx of functional units available on the machine does

not closely match that required by a given program many of the functiona
units will be idle nmuch of the time. The savings gained by not duplicating
control circuitry may thus be lost by decreases in efficiency. The
distinction between the two nodels is not too inportant in the unlinmted
resource environment since it does not nmake sense to ask what the optinmum
ratio of adders to multipliers is if one has infinite supply of both. In
the finite environnent, however, the simulator can be used to determne
the cost in functional unit idleness of the first node; these costs coul d
then be weighted against the cost of duplicating control circuitry.

The two issues studied to present with the sinulator are: (1) the
dependence on problem size of conputation tine and the amount of parallelism
during execution, and (2) the dependence of these neasures on relative
processor speed. Even for such an inherently sequential procedure as the
square root, the average number of nodes executing per execution step
was 1.7. This indicates that even in such sequential programs, a great
deal of the operation can go on in parallel. In the matrix nultiplication
conputation, a very clearly parallel program the n cubed operations
are required to multiply two n by n nmatrices.. The program represented
by a program graph executes in a time proportionalto n ; that is, on the
average there are n® operations executing in parallel

Ve have nade changes in the sinulator to treat the resource limted
cases, that is, cases which are processor limted and edge limted
program graph terminateyand still guarantee that the execution is

determ nate

104



e

Edward Nel son

Henry Bauer and
Harol d Stone

Victor Lesser

Victor Lesser

Harold S. Stone

Harold S. Stone

"G aph Program Sinul ations"

"The Scheduling of N Tasks with M Operations

on Two Processors," STAN-CS-70-165, July 1970

"A Conputer Model for the Definition and

Execution of Conplex Information Processing
Systens", May 1969

"A Variable Control Structure M cro-Conputer

Architecture or Emulation Via An Instantiation
Language", July 1970

"Paral l el Processing with the Perfect Shuffle"',

STAN- CS- 70- 158, March 1970

"The Spectrum of Incorrectly Decoded Bursts for

Cyclic Burst-Error Codes", STAN CS-70-154,
February 1970

105






GRAPHI CS  RESEARCH

Currently, there are two research projects in conputer graphics at the
Li near Accelerator Center sponsored by NSF.

One involves the inplementation and use of a graphical meta-system. This

met a- system permts econom cal experimentation with graphical applications

of which Shaw's PDL is an exanple. It allows the application to be devel oped
interactively or in a batch mode and the final version can be used inter-
actively or in a slave node, with device independence

To date, the applications have included a two-dinensional expression display
system whi ch can be used interactively on the | BM 2250 G aphics D splay or
with a card reader and printer. It can also be used in the slave node and

has been utilized in this slave node by-a printing formatting program thereby
allowing a mxture of normal text and two-dinensional expressions to be
generated on output.

The other application allows test cases to be constructed which are then
converted to digital formto be used in pattern recognition experinentation.

The second project is concerned with the design of an interactive system

for displaying large tine dependent data files. This has included the

devel opnent of the techniques to produce high quality conPuter gener at ed
films including color and 30. An experinental program allows one to visually
correlate nultivariate geophysical tine series; this program has been used

to view past seismc activity in various ways
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SLAC COVPUTATI ON GROUP

Accel erator Contrei

The di sk nonitor operating systemfor the PDP-9 has been conpl et ed
and checked out. The various user programs such as klystron replacenent,
| oggi ng, quadsetting, are rewitten and will be incorporated during the
accel erator down-tine June 25-July 10. The next cycle then should run
under the new system This system has a 32K virtual menory in 512 word
page increnents, which will allow new functions (such as CCR/DAB consolida-
tion) to be added without requiring additional hardware core nenory.

The soft ware I/C handler for the fast A/D system (providing the conputer
with pul se-to-pul se values of log Q, x, y for all 30 sectors) was al so
witten and checked out during this period. However, as yet, this data is
not being used for sny particular function by the conputer.

Wrk is continuing on the software aspect of the CCR/DAB consolidation
project. Hardware specs for the conputer link (SDS 925 in DAB, PDP-9 in
CCR) are firmenoush to being programmng the 1/0 handl ers. Formats for
link messages have teen agreed upon and data structures for the internal
represent+%: «f tie touch panel images are being devel oped.

(& aphi cs Interpretation Facility

During this geriod the G F hardware configuration was conpleted with
the acceptance of « magnetic tape unit and drum nenory unit, W also
acquired an suxiliary keyboard and an Arriflex 16 nm.notion picture canera
W th associsted equipment. The interface for the camera was also built and
debugged.

An interactive debuggi ng program was devel oped that allows a user to
trace through a 360 Assenbler |anguage routine examning registers and
maki ng svmbol iC references to his own program This routine is described
in COTM #92.

From March through June', the following projects were initiated on
the Gaphics Interpretation Facility:

1 A general Varian 620/I I/0O expansion unit was designed, built, and
checked out. The function of the 1/0 expansion unit is to allow an
unlinited nunber of 1/0 devices to be connected to the Varian 620/I

conput er.

2. A nmotion picture canera controller from the Varian 620/1I was designed,
built, and checked out. The function of this device is to allow the
motion picture canera to be driven in synchronization with pictures
generated froman DI OM display system

3. Acontroller for a solid-state keyboard to be interfaced with the
Varian 720/I conputer was designed and is being built presently.
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The SLAC Scope Package for the 1D 1QV

This scope package is a set of PL/1 procedures which a programer
my use to wite interactive progranms for the ID IOV display console.
During the past 6 nonths this package has been expanded to nake it nore
versatile and easier to use.

The major addition has been the ability' to synchronize display
regeneration with a 16 mnm Arriflex notion picture canera.’ It is possible
to use the camera in two basic nodes.

1 Frame Synchronized Mde: The canera runs at its normal speed while
the 1DIIOM synchronizes the display with the open-shutter periods.
This shoul d enable one to take flicker-free novies of nost display
prograns using this package.

2. Animation Mbde: The IDII1OM sends signals to the canera telling it
vhen to open and close its shutter. This node should enable one
t0 generate color and 3-D novies using the |D | OM

SLAC Spiral Header

During the period between January through February 1970, final tests
were made or the spiral reader before it was officially turned over to the
Conventionsl Data Anal ysis group on March 1, 1970, A conparative test
was made between the spiral reader and the NRI neasuring machines, and the
results =hew=q the spiral reader to be as accurate and reliable as the NRI
measurin, machines. Wth a full staff of operators and the spiral reader
wor ki ng uornslly, one could expect the spiral reader to put out well over
120¢ events per day. Normally, the expected average output from the spiral
reader is about: 900 events per day.

Numericasi Auslvsis

Ay -0t subroutine for the integrati on of ordinary differential
equations was conpleted, tested, and placed in the SFSCC library. This
progrzw ¢ 1.'11 handl e both non stiff and stiff equations. It selects both
the step size and order of the nethod automatically.

A. i xperimental version of a program which sol ves sinultaneous systens
of algebraic and differential equations-has been witten and tested,
The theory behind the new techniques in this program has been witten up
in SLAC publication 723, "The Sinultaneous Numerical Solution of Differential-
Al gebraic Equations”.

Access Control and Integrity of Data Files

This project is concerned with the access control and integrity of
data files such as physics data files, managenent information, and personnel
files. It includes problens of the organization of the control program for
i mpl enenting access control procedures as well as problens of reliability,
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cost, and |ogical soundness of the procedures thenselves. It includes
investigation of both batch processing and interactive systens. In My

1970, the basi c machi ne-independent, file structure-independent nodel was
described in a Ph.D. dissertation issued as SLAC Report 117, "The Fornul ary
Model for Access Control and Privacy in Conputer Systems". A more.application-
oriented conpanion report, "The Engineering of Access Control Mechanisns

in Physics Data Bsses" (SLAC Report 118) has been conpleted and is currently
being printed by the Publications Goup of SIX The nodel used in these
reports has been tested by 360/91 prograns and proved sound.

Controls of these kinds are vital to systens such as the storage ring
control and data analysis system or the large nmagnetic spectrometer data
acquisition and analysis system \Wenever two different kinds of prograns
are interacting with a common data base, the problem of the access contro
and the passage of the control from one user type to another requires precise
definition and formal procedures to prevent unauthorized access or inproper
synchroni zati on of accesses.

This project and the Accelerator Control project has been interacting
in the design of a sophisticated general resource allocation system
including a schedul er.

This work has fallout in other areas such as personnel, medical records
and behavioral science data bases. Experinents run on the 360/91 have
denonstrated the general applicability and soundness of the nodel, and have
indicated that the additional CPU overhead introduced by use of the nodel
and its interent flexibility do not necessarily lead to any decrease in
system throughput.

SMEDI T, A Gimple-Minded Editor

The editor contains a nunber of inprovements over the IBM utilities for
maintaining files of source statements, particularly when it is not possible
to place sequencing information on the records of the file.

This Sinple-Mnded Editor was subsequently rewitten to include a
nunber of new features, the nost powerful of which is the ability to nove
pieces of text around in a card file, and to include sequences of statenents
from external sources. This nakes such tasks as the inclusion of standard
COMMON-DIMENSION-EQUIVALENCE decks in a programa very sinple matter. The
program was witten up in CGIM 88, which contains a |arge nunber of exanples
of the use of the editor.

Mil tiple Precision Divide Routine

The Multiple Precision Divide Routine was rewitten to incorporate
tests for a special case of divisor-dividend inconmpatibility.

FORMAT Program

The FORMAT programwas nodified on two separate occasions: the first
time was to add a control card for controlling the field scan on contro
statenents: this allowed FORMAT to be used from CREE ternminals, and permtted
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text-input files to be edit~d using the internal edit feature of FORVAT.

The seccni set of addit:ons and nodifications was nore extensive: the
underlining al eorithm wus placed under the control of the user, who may

now specify whether he wents to underline |eading and training special
characters; the "cor 2" :ac:_llty was rewitten to reduce the overhead (the
time for twe copies of a 1arge file was reduced from82to 18 seconds);

a control statement was added to allow the user to specify whether sentences
are to ve separated by ‘we spaces, or a single space; and a |ong-standing bug
in the editor facility wes found and corrected. Also, a catal ogues procedure
was writter for FORMAT 4nd it IS now in the system procedure |ibrary.
Appropriate saccompanvines, Newsletter articles were witten to describe each

o the revisi ons mentione jabove.

SPASM Fast Assemblet

The 1w i :w .o o oer was upgraded to provide a macro capability,
W'ooa e St en 1 | anguage and capabvility over the |BM
Macro-Acsen Ller Loi,= 2 o, mong the nost inportant are: the abili ty to
define macros souyw. v 2 & ¢ e source stream nacros may be defined by

MACros; = grec © <] mowe control IS given to the user over the eval uation
O terns urpearing o z‘ icn-assembly Statements; restrictions on syntax
and ordering of' wta renert - were relaxed; assenbly speeds on the Mdel 67
remain at about 5000-900) statements per mnute, and about 35000 statenents
per minsteon="". .el ii. The ability to define DSECTs and CSECTs was
added, wmehing i poo.ioo o - handl e most of the common program structures

processed by the B d |er this capability will make it very sinple to
producs relocete | e (= if such iS desired |ater.

SLAC Syestem rosrammuing Lfnguage

Preliminary des 1 ar wvork on a higher level |anguage for the construction
of oper:t ing syet ems na ceca initiated.  The goals include devel opnent of
succinct  construets for ta- control, synchronization, scheduling, etc,
functions o the syvetam,

A Draft Report on riPL (April 1k, 1970) enphasized the area of structures
and access to them and erxtensions of Dijkstra semaphores to permt nore
flexible interprocess coarmnication as well as synchronization. The
feasibility of an effict ~ inplenentation of these 'features was investi-
gated to encure har oo . . qld pe Sufficiently guick to be used as general
mechanisms throughout (1A o ¢ stem :

~ Although the language ic in no sense conpletely specified or totally
refined, we expect Lo coue an interactive text editor using the present
version in order to uncover difficulties and/or strengths.

MLP900 "Assenmbler Implementatlion

The mcro processor -.rsembler language for the MLP900, Cctavia, is
being inplenented as a single pass assenbler. The assenbler is desi gned to
translate a sour:e program coded in Cctavia into a MLP900 nmachi ne |anguage
program  The uassembler al S0 performs other auxiliary assenbler functions
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as designated by the programmer. The assenbler itself is coded in FL/1
intotal with. teonly | ower |evel |anguage routines being those of the
PL/1 library systom.

The design of the assenbler consists of a set of procedures or sub-
routines which perforn the various functions. They are in general

A Main Criver: This routine.obtains the source code, extracts .
the operation code and calls upon a specific routine to process
the statement. The driver also perforns various initialization
and cl eanup procedures.

Machi ne Operation (lode Routines: These routines function
according t0 the specific operation code encountered and construct
the cors2cponding machine |anguage instruction.

Assembler T . - 0-operation Code Routines: These routines process
the az: uiler pcendo-operations, such as space, title, etc.

Scanner Routine. This routine locates a file on the source statement.

Symbol Tabl e foutine: This routine uses a hash code based on the synbol
t 0 insert synbols into the symbol table and locate previously
defired suvintols. Chaining 1S used to |ocate or enter synonyns.

Expression Evaiuut | on Routi ne: This routine eval uates expr:ssions
when the terms have been previously defined.

Fix-up Table Rowtine:  This routine enters fix-up information for
partially defined expressions.

Print--~ut Rowtine: This routine prepares a tenporary print image
data set auring assenble and outputs same at end of assenmble process

Cross Reference Routine: This routine prepares a tenporary data set
containing the synbol and statenment nunber of symbols referenced

Machine Code Niutput:Routine: This routine prepares a data set containing
t he-assenbl ed machine code in a format acceptable to the |oader.

The bul k of the above routines have been coded. Checkout is now in
process. The cros: reference routine lacks a sort procedure but if sufficient
core is available then the IBM supplied sort will be linked to it; otherw se
we will have to construct a sort routine. The machine code output routine
has not been coded yes.

Several pseudo operations, such as DATA and the initialization of the
regi ster groups instruction INITR have not been coded yet.

Currently, the symbol table will handle a maxi num of 4096 distinct
symbols.  The machine code generated is stored in core.
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The requirements to run the assenbler are a 300K region, standard input
and output, two tenporary data sets, one for the internediate print data set,
and the other for the tenporary cross-reference entries, and one data set
for the machine code output.

Two- Di nensi onal Pattern Recognition

Experiments have been carried out to determne the useful ness of
Fourier boundary descriptors for discrimnating anong various two-dinensional
shapes. Fortunately, it seems to require only very few of the |ow order
Fourier descriptors to identify distinct shapes accurately. The nost
significant aspect of this famly of shape features is their generality.
The theory makes no assunptions on what sort of picture the figure shapes
were derived from any sinple closed polygonal curve represents an admssible
shape.

The paper (SLAC Publication 672) entitled "G aph-Theoretical Methods
for Detecting and Describing Gestalt Clusters" has been revised and expanded
by the'inclusion of several conputer experiments to test the theory. It
Is being resubmtted to IEEE Transactions on Conputers where it will be
published later this year. Several ideas for using these cluster techniques
to organize the data from a bubble chanber photograph have been devel oped
and we hope to make some conputer tests of their validity.

A Sinul ation Package for Conputer Design

The inplenentation of this package of prograns has progressed in the
first half of 1970 in the follow ng ways:

- The interpreter which'is the core of the sinulator has been programmed
and IS in the process of being tested. Docunentation of the interpreter
I's under way.

A "load format" has been defined for the descriptions to the input
to the interpreter, a load phase has been programed, tested and appended
to the interpreter program The |oader and interpreter currently make up
a 1150-statement PL/I program which is now being tested as a unit.

A description of the MCRO 800 conputer has been witten out in the
"hi gh-1evel " (PL/I-like) | anguage, and partially translated (by hand) into
the load format for the interpreter. This description is being used as the
first sanple programfor testing of the-loader-interpreter program

- wWrk has begun on witing a conpiler programfor translation of "high-
level" | anguage descriptions directly into the load format.

M croprogramred | npl enentation of SNOBOLY

Since December 1969, 94 of the 128 SNOBOL4 nmcro instructions have
been inplenented in an interpreter witten in |BM 360 machine code. The
remai ning 34, however, are very inportant because they deal with stack manage-
nment, construction of tables, and control of calling sequences to internal
routines. In other words, the static parts of the SNOBOLL conpiler-interpreter
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can now be inplenented within the 360 interpreter, but the dynemics remain
undone. Qur interest is now shifting away fromthis approach, at |east
tenporarily.

A possible better approach

Increased famliarity with SNOBOL4 has made it less clear that direct
m croprogranmng of the macro language is the best way to go about increasing
efficiency. Certain procedures within the program such as pattern construction,
pattern matching, string construction and storage allocation and regeneration
consune a great deal of the running tine. These procedures have no conpact
synbolic representation |ike that of the macros, but they could be mcro-
progranmmed. It mght well be that greater efficiency would be achieved
by microprogramming the pattern matching procedure than by microprogramming
many nmacros. Consequently, an alternative approach is to examne these
| arger scale operations and attenpt to determne how they could be mcro-
programred,. how nmuch this would increase efficiency, and how to program the
macros displaced from the mcro-conputer.

Unfortunately, these nore conplex procedures are not as well docunented
as the macros; they are not as easily mcroprogrammed. To answer the questions
raised in the previous paragraph; it is necessary to probe and nore thoroughly
docunent the innards of the SNOBOL4 conpiler-interpreter. Because the
prospects seem good that this approach will lead to a nmore efficient mcro-
progranmmed SNOBOL4 conpiler-interpreter than sinply translating the macro-
instructions into mcrocode, we plan to devote the next two nonths to
further docunmenting such internal procedures as pattern construction and
mat ching, string construction and manipul ation, storage allocation and
regeneration, and general behavior of the interpreter.

As we discern and docunent the structures at the lower levels of
SNOBOL4, we hope to begin designing inplenentation of these structures in
m crocode. An MLPOOO Wi || serve for experinentation along these |ines
(CGTM 91). At present there is a sinulator of the MLP00 available at SLAC
In the next nonths both macros and | ess well defined structures of SNOBOL4
will be coded and run on the sinulator. However, in the imediate future
enphasis will be on docunentation and design rather than inplenmentation.

OCTAVIA - A M croprogranm ng Assenbly Language for the MLP9OO

-The main goal in designing OCTAVIA was to maximze the readability of
prograns witten in it and to nake the very conpl ex MLP900 miniflow as
easy to use as possible.

An COCTAVI A source text consists of statements subdivided into the
conventional fields: name, operation, operands, conments. The fields are
separated by bl anks, and requirenents on formats of the fields are nininal.
The statenents specify MLP90OO mi ni steps or one of the assenbler pseudo
instructions mentioned below.  Comment and blank statenments are al so provided.
The last statement of any programis an END statenent.
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Data types and pseudo instructions:

Most concepts of OCTAVIA are close to those of conventional assenbly
| anguages. It allows for synbolic addressing, the specification of'binary,
decimal, octal, hexadecimal and character self-defining ternms of 36-bit
l ength, and for expressions evaluating to 36-bit absolute values or to 16-
bit control nenory addresses.

A new data type "RF designators” is introduced to denote' operands which
refer to MLP90O registers and state flip-flops,' Basic RF designators are
assenbly defined RF constants, but they nmay also be specified synmbolically.

Synbol i ¢ specifications are done in general via identifiers. An
identifier may be defined by its appearance in the name field of an instruction
or by an BQU pseudo instruction assigning to it the value of an expression
or of an RF designator. In order to provide identifier |ocalization, the
assenbly can be divided into sections by SECT statenents. |Identifiers are
local to the section where they are defined unless they are declared in that
section to be common by a COVBY statement. Any section that references a
common identifier nust also contain a COMBY statement for it.

The statements ORG and ALIGN serve to manipulate and align the l|ocation
counter; BES and BSS will reserve a block of storage beginning (ending)
with a specified symbolic name; DATA can be used to initialize a block of
data to certain expression values. INITRw Il initialize MOPJ0O registers
at run time; MASK allows for specifying a default mask register used as
an operand in several nmnisteps. Conditional assenbly is nade possible
by the statenents SKIPT and SKIPF. There are various statenents |ike EJECT,
PRINT, SPACE, etc. to control the format of the assenbler listing.

Codi ng of mnisteps:

The operation codes for mnisteps are based on mmenonics, which can
be extended in many instances by one or two letters allowing the control of
individual bits in the resulting mnistep. Arithmetic and |ogic codes
as well as test nodes are in general not specified in the operation code
but rather, nore naturally, by special expressions conbining the operands
of the mnistep

Wherever meaningful, default operands are provided.

Branch addresses can be specified by the synbolic addressing nentioned
above, by location counter references ("*') and by so-called program points
allowing the introduction of local synbols which do not have to be unique.
Al these primtives can be conbined in expressions, of course.

So far, three versions of the |anguage specification manual have
appeared and are available for the Conputation G oup.
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Mobi | e Programm ng System

SLAC has obtained a Mbile Progranmng Systemfromthe University of
Col orado (Poole and Waite) and has inplemented it on the 360/91. Program
mobility is defined as a neasure of the ease with which the program can be
i mpl enented on a new nachine. The nobility of a programis conpletely
dependent upon the nobility of the programmng system on which it rests.
The Mobile Programm ng Systemrests on a bootstrap called SIMCMP which
Is a sinple substitution macro processor witten as a 91 statenent
FORTRAN program  SIMCMP accepts statements witten in a |anguage called
FLUB (First Language Under Bootstrap) and produces (in the version sent
to SLAC from the University of Colorado) FORTRAN st atenents.

The second stage, called STAGE2, is a fairly general macro processor
witten in 997 FLUB statements. Passing STAGE2 through SIMCMP, one obtains
1581 FORTRAN st atenents which are then conpiled to produce a STAGE2 processor.
STAGE2 allows conditional expansion, iteration, etc.

The follow ng observations are in order in assessing the soundness
of this approach:

The 1581 FORTRAN st at enents coul d not be conpiled under H FORTRAN
because of the approximte 500 statement [imt for single prograns.

G FORTRAN required 3 minutes, 42 seconds of CPU tine on the 91, and
the resulting STAGE2 processor did not work due to the fact that
the 360 hardware uses base registers for addressing nenory. (Wen
SIMCWP was nodified to produce 360 Assembler instructions, STAGE2
was assenbled in about 14 seconds.)

The STAGE2 |anguage is awkward, unforgiving, and unreadable.
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Conputation Goup Technical Mnos - January 1 through June 30, 1970

88. Smedit2: A Sinple-Mnded Editor for Card Files
J. Ehrman, April 1970

89. | BM 360 - PDP9 Assenbl er Manual
M Hu, March 1970

90. A Brief Tour Through the M cro-Programed Research Facility
H Saal, My 1970

91. COONC: A swoBoL: Program for Generating a Selective Concordance
from Short Texts
C. Hol brow, June 1970

92, An Interactive Debugging Program
M A. Fisherkeller, June 1970

93. Mdel for Deadl ock-Free Resource Alocation - Prelimnary Version -
Section 1. The Basic Schedule and Linear Al gorithns for-Deadl ock
Detection
B. Russell, June 1970

94k, Section 2. Linear Algorithms for Deadl ock Prevention
B. Russell, (not yet printed)

95. FCONC. A Faster Concordance Cenerator which Reads Input Text
' from Tape
C. Hol brow, July 1970

SLAC Publications

723 The Sinultaneous Nunmerical Solution of Differential-A gebraic Equations
C.W GCear, Mrch 1970

742 On Direct Methods for Solving Poisson's Equations
G ol ub (et.al.), May 1970

760  Nunerical Techniques in Mathenatical Programmng
G Colub (et.al.), May 1970

774  Bounds for the Error of Linear Systems of Equations Using the
Theory of Monents
G ol ub (et.sl.), October(1969)
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— SLAC Reports

111  SLAC Spiral Reader Control System Reference Manual
M Hu, January 1970

114 An APL Machine
Phil Abrans, February 1970

117  The Formul ary Mdel for Access Control and Privacy in Conputer Systens
Lance Hof fman, My 1970
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RESEARCH | N PROGRAMM NG LANGUAGES

In order to help find long-range solutions to the "software problent,
Professors Robert Floyd and Donald Knuth are directing a series of investi-
gations of inportant aspects of conpiler witing and closely related subjects.

The major unknown factor in contenporary conpiler design is the lack of
reliable data about what users do with progranm ng |anguages; it would be
beneficial to know how frequently various constructions are used, in order
to be able to make a rational choice between different conpiler nethods. It
is felt that it should be possible to neasure many of the critical paraneters
with reasonable accuracy. It should be possible to estimate, for exanple
how nuch time is spent in various kinds of |exical and syntactical analysis,
as well as to determine how often various optimzable constructions occur
(statistically and dynamically). This investigation involves theoretica
as well as enpirical considerations.

Wi le statistics like these are being gathered, it is also likely that
some general aids, by neans of which the users of a |anguage can gather
simlar statistics about the running of their own progranms, can be devel oped
moreover, these aids can be extended to some new kinds of debugging tools
that may have a significant inmpact on the debugging process.

Typi cal areas of research which the investigators are pursuing or
pl anning to pursue are:

a) Devel opment of theories relevant to code generation

b) Devel opnent of new al gorithms for global optimzation

c) Design of languages to facilitate real-time conpiler

witing (this includes "structured assenbly prograns”
such as Wrth's PL360)
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d) Design of two levels of intermediate languages: one
approximately at a Polish notation level, one approxi-
mately at an "infinite register machine'" level, both
suitably extensible that they can adaept to a variety
of source languages, and suitably.clean that they can
support research of classes a) and b) above.

e) Design and development of experimental programming systems.
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RESEARCH IN THE ANALYSIS OF ALGCRI THVS

Professors Floyd and Knuth are working on "analysis of algorithms",
a field of study directed to an understanding of the behavior of particular
al gorithns. Two Kkinds of problens are usually investigated

A Quantitative analysis of an algorithm In this case the goal is

usually to deternmine the running time and/or nenory space requirenents of a
given algorithm The determ nation of running time can be done in an essen-
tially machine-independent manner by expressing the algorithmin some machine-
i ndependent |anguage (nor necessarily a formal |anguage) and counting the
nunber of times each step is executed.

B. Determination of "optimal" algorithnms. In this case the goal is

usually to find the "best possible" algorithmin a given class of algorithns.
We set up some definition of "best possible" which reflects, as realistically
as possible, the pertinent characteristics of the hardware which is to be
associated with the algorithm

The following |ist of reasearch topics typifies the investigations into
algorithmc analysis that are in progress:

1) Study of the solution of special types of recurrence relations,
both in closed form and from an asynptotic viewpoint.

2) Type A analyses of inportant algorithns for storage allocation,
arithnetic, sorting, information retrieval, |anguage analysis,
scheduling, etc., for the nmany cases where published anal yses
are inconplete.

3) Further work on Type B analyses for several unsolved problens.
4) Extensions to progranmng |anguages and conpilers intended
to facilitate making empirical analyses of algorithms; and to

facilitate making use of theoretical analyses by conputing
the running time when approximte paranmeters are supplied
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5) Development of a "verifying compiler" which facilitates the
construction of rigorous proofs that an algorithm is correct.
(A proof of validity may be considered as the first step in.
the analysis of an algorithm.)
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The Hewl ett-Packard 2116 Conput er

The HP 2116 Conput er has beconme a vital teaching tool for cs 111,
Introduction to Conputer Organization and Data Structures. The com
puter is programmed and operated by the students thenselves as part of
normal course activity, and is the only course in the CS curriculumin
whi ch the student has the opportunity to use a conputer "hands on."
Programm ng assignnents are designed to introduce the student to several
concepts that are easily devel oped with the HP 2116 but woul d ot herwi se
be very difficult to teach. For exanple, the student does his own in-
put/out put progranmming and exercises the interrupt system of the com
puter in order to understand the problems of timng and control.

The conputer is now used throughout the year exclusively for CS 111.
Formerly, student projects other than classroom projects had been done
on the conputer, but these projects have been mved to other conputers
as the instructional demands for the conputer grew

In Cctober 1969, Hew ett-Packard donated a card reader to the Com
puter Science Departnent that was added to the conputer, and increased
the capacity of the computer significantly. By spring quarter, 1970, a
fast assenbler for the HP conputer that executes on the 360/67 canpus
facility becane available.for student use. This assenbler is used as a
syntax checker and high-speed listing programto relieve some of the
load on the HP 2116. As a result the conputer is devoted alnost entirely

to consol e debuggi ng of prograns.
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Research activities for Harold Stone

The primary direction of the research has been study of parallel
conput er organizations and al gorithns for parallel processing. Activi-
ties have included the study of conmputers of the Illiac IV variety and
of a processor that is known as an "orthogonal processor.'! This study
brought to light the inportance of a processor-to-nenory interconnec-

tion scheme that is called the perfect shuffle, Wen a perfect shuf-

fle is available, it is possible to do Fourier transforns, sorting,
pol ynom al evaluation, and matrix transposition with very high efficiency.
Qher areas of interest include algorithns for scheduling parallel

processors, and redundancy techniques for enhancing reliability.

Reports

The Spectrum of Incorrectly Decoded Bursts for Cyclic Burst Error Codes
by Harold S. Stone, STAN ¢s-70- 154
Parall el Processing with the Perfect Shuffle by Harold S. Stone

STAN-CS-T0- 158
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MATHFMATICAL PROGRAMMTNG LANGUAGF an?
RELATED OPFRATTIONS RESFARCH ACTI VITY.

since 1967 work hasbeen underway on a mathenmatical prograani ng
'anguage (MPL) . Thiswork is now supported bytheNational Science
"oundation with Professor George B, pantzigasPrincipal Investigator.

1. ™he Need foOr mpL:

The purpose of RPL is
+o provide alanguage for witing mathematical algorithns,
rspecially mat hematical programm ng algorithns, that will be
~asier to wite, to read, andtonodify thanthose witten in
~urrently avail able |anguages (e.g. FORTRAN, ALGOL, PL/M,
"PM). It is believedthat ®MpPL's npst inportant use (unti
fully implemented) Wi l|l he as a communication | anguage.

The reed for a highly readable mat hematically based
conput er language has been apparent for sonme time. Generally
speaking, standard mathematical notation in a suitable
algorithmic structure appears best-for this purpose. The
reason is that nost researchers are famliar with the
"Yanauage" of mathepatics having spent years going to schoo
and taking manycourses on this subject. Por the mathemati cal
rrogramming application, the availability of such a tool is
eered essenti al .

Mat hemati cal progranm ng co?estend to be conpl ex. (Some
~ommercial codes have over a hundred thousand instructions.)
"hey are Aeveloped by persons formally trained in mathematics
nsina, for the most part, standard matrix andset notation
“ecently, research has been directed toward structuread
large-scale Systens. These systens have great practica
notertial especially for planning the growmh of devel oping
nations.

moAate many methods have been proposed for solving
‘arge-scale systems, hut few havebeen experinentally tested
and compared because of the high cost and thelong timeit
takes to program them and because i* is difficult to debug and
+o modify them qui ckly after they are written. It is believed
+kat highly readable prograns would greatly facilitate
axperimentation with these proposed methods and woul d speed up
tte time when they can he used for finding optinal growth
patterns of developing nations and industries. Moreover,
~xperimentation i s a val uabl e way to develop ones intuition and
+test conjectures prior to devel oping theoretical proofs.

reneral features of MpL:

Pesearch ONn MPL tO date has been Airected towards
leveloping a highly readabl e | anguage adhering as closely as
rossible t0 standarl mathematical notation. Considerable
attention has heengivent 0 keeping the definition structure of
Pl as general as possible.

Matrix notation is required for the mathematical
nrogramming applications andthis has been given specia
omphasis in MPL including partitioned matrices and matrices
withspecial structure.

set notation is universally used in mathematical pr oof s.
"owever in statenments of algorithns, as found in theoretical
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napers, one finds wha? appears *o he set notation, but which
+turnsout to he, on closer exam nation, an ordered set concept
‘.e. there is an assuned underlying ordering of the elements of*
a se+. Aconvenient set-like notation is part of ANPL,
mypically it is used withthe such-that construct which allows
nne to restrict or extend the def inition of a set through
| ogi cal expressions.

QG her inportant features of mathematical notation are the
"] et" and "wheren concepts. As comonly used, they serve as
aj+her a synbol substituter (macro) or as a short subroutine
whose parameters are eval uated andtheresults substituted for
*te symbsl, LET and WHFRF constructs are also part of w™pPL.

Generally speaking, the literature of mathemati cs has been
levoted to proofs of theorens. Algorithms as such, when they
‘o appear, are often par+ of a constuctive proof and have an
ad=-hoc Organi zational structure. MpL has adopted instead the
“ormal block stucture 0f ALGOL with minor variations.
*ternatives are provi ded for those who prefer not tosee the
words sesTY and vwp used as punctuation marks for bl ocks
+hroughout a program  The user can optionally use |ess
nhtrusive special! bracket synbols to conveniently group several
statements formng a block or to group statenments which follow
and are subiectto TF ard POP clauses. 1Itis also possible in
*PL *+o corveniently identify by labels parentheses pairs,
complex statements and al gebrai c expressions and thereby
area*+ly increase readability.

Tn mathematics it is often desirable to change the meaning
n€ svymbols (e.g. variable names). In conputer |anguages a
cormal structure for "declaring" (defining) synbols is used and
al'so for stating *+he "scope" (the set ofinstructions) where
‘tese definitions are to he applied. For exanple, in ALGOL
names Of variables defined within a hlock cannot be used
outside the hlock without redefinition. In upL, definition of
a1 synbol canbemade anywhere inside the block up to its first
appearance iN a statenent; noreover, it can also be inplicitly
Tefined bythestatenent itself. TImplicit definition is an
important featare Of Mp1. Provision is made for conveniently
speci fing the scope ofavariable if it extends outside *he
*1ock, Finally, 1t is possible to release the storage space
assigned for the values of a synbol wvhen no |onger needed.

Tn defining a | anguage it isnatural to worry about
whet her or not itis possible to reasonably inplenent it. For
~xample, *he present form of MPL useslinear character strings
for exponents, superscripts or summations in place of two
1imersional notation |ike:

n

5= Z A
[
~hus, a iswitten a(i). However, one of the nenmbers of our
tas¥ force group (V. VNicholson) has recently conpleted a Ph.D.
lissertation on this suhject and we plan to incorporate
features of tis already Inplenented two di mensional notation
into MPL.

Fxcept for special functions like sin(X), mathenaticians
avoia the use Of multiple character variabl e names. The r eason
for *his historically appears to be two-fold: First, it is
~asier to visualize al gebraic manipulation of synbols whenthey
appear as Single characters. Second, it avoids possible
confusiorwith inplicit multiplication e.g. sin(x) neaning s-i-
n.(x). However, by requiring in MPL the explicit use of the
multiplication symbol, multiple character names are allowed as

121



Y

in nost conputer |anguages.
.  DETATLFD PPOJECT REVIFW

The first goal of the project was to specify the | anguage
‘n implemen*table fOrm  ~he |anguage outlined in a
prelimnary proposal to »sr as of May 1968 was systematically
laveloped; the syntax was nore closely aligned with standard
matteratical notation ard kept as general as possible. many of
® be earlier constructs were extended and inproved, for exanple:

- "he vector construct was extended to include set notation
in the form of ordered setswith|logical qualifiers.

- Fore conpl ex data structures were introduced, including
rultidimensional arrays, partitioned matrices and
reference arrays.

~ "tedomain of nuneric constants was made the extended
real nunbers (-no,+00).

-Tn response to user requests, blocks were introduce4 as

a primary neans of defining scope of variables.

- "he principle of dynam c allocation of storage was
adopted for all non-scal ar quantities,

- Roth dvnamic and static symbol substitution were
introduced into the | anguage.

- “ubscripting Was generalized to include subscripting of
expressions,

- Tunction Vari abl es which allow a general function name
+o be replaced by a specific name were introduced.

- Parameter passing for procedures was greatly extended
hy devel opi ng several dAifferent types of procedures. Tn
particular, a function procedure was introduced which acts
exactly as afunction in mathematics, (i.e. w thout any
=ide effects).

Ttis Araftofthe ™pL specifications inBackus Naur Form

was prepared under the general quidance Of the
rrinciple investigator by a work group at starford currently
consistirg Oof Stanl ey Fisenstat, Thonmas Magnanti, Steven Maier,
*ichael FcGrath, Vincent N chol son and Christiane Riedl. Mss
ried]l of the S*tanford Linear Accelerator Center actively served.
as general coordinator. The other menbers are graduate
students in Operations Research and Conputer Science.

mhis phase Of the project is nearing conpletion, therefor
*te Araft i s now being readied for general review by a conmm ttee
nrobably consisting of RudolfBayer, Paul Davis, navid Gies,
“otert Floyd, Nonald Knuth, and Chri stoph witzgall.
rurirgthe. fall quarter the |anguage will be used as a teaching too
to ohtair feedback from potential users. By the end of
calep3ar year 1970 it iS hoped +hat the specifications can be
‘rozen, SO that implementation and use as a comunication
language Can begin inearnest.

mhe second goal of theproject was to inplenent these
cpeci f ications., Thisinvol ved devel opnent ofa pL/t1 translator
an? made possibtle eval uation of tre | anguage by Operations
»esearch graduate students and researchers from both the
academicandindustrial communities.

Avoreliminary test version of MPL, referred tO as
"NPL-McGrath", was at the suggestion of Paul Davis inplenented
‘n 1969 by Michael ‘McGra*th USing PL/t as a translator into PL/1
i nstructions, "™his version included those features of Mpythat.
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vere easiest +o translate into available PL/1 constructs.

"1 /1 was use? inorder to produce a somewhat environment

‘ree system Tt was felt that

+hiswoul d provi de thew dest possible circulation for HPL,
sinceanyinstallation with a rL/1 conpiler could then be used.

The current version of theMpL/PL1 translator enconpasses
many Of +he unique constructs availabhle Within MpL. The
*rans=lator was successfully used in a large scal e systens
~nptirization semnar Wth enthusiastic student response. Much
valuable information was obtained fromthis exchange, and it is
topedthat this practice can bhe continued. of particular note,
‘s that maNy s+tudents found the | anguage easier to use and |ess
*ricky than either *ORTRAN Or ALGOL.

The lanquage WAS prerented tO the industrial community
+*hrongh the Stanford "Compu*er Torum" Dy M. McGrath in 1969 and
~. Piedl 1N 1970; to the academ c comunity through |ectures by
5. Mantzi q; ani1 to the professional comunity by R Bayer and
~, Witzgall in *alks On *hkeir matrix cal culus which is expected
to play a role in the generation and mani pul ati on of specia
matrix structures., Some work was al so done on using MPL as a
+col in Adeveloping new algorithnms and in presenting some of the
oxisting algorithns in the field of (perations Research. Ttis
hopedthat this will hecome One area of future concentration in
«he Further development of the MPL language. This has
narticular inportance in gaining wider acceptance for the
Tangnage,

., DRTSPARCH PROGRAM
A. "nL as a Conmunication anA Progranmm ng Language

_ ™o Aate the primary Objective Of the mpL project has been
+he formal | anguage definition. The result of this effort is
*te Tanquage Specification Manual written inBackusNaur Form
wtict should function as a'basis for an inplenmentation. Since
+*Fis manual is interde? for conputer specialists, it is not
very suitable for an applied nathematician no+ trained in
computer science. Accordingly, a nex+ step for the project
{and its propose? continuation) is the devel opment of anmMPL
aser's manual.  "™his document woul d serve in two capacities:

() by giving an introduction to MPL for a w de spectrum of

possible users, and

(i?) by expanding an? interpreting the nore involved features

of the language found in the MPL specification manual.

~o accommpdat e hoth of these objectives, the user's nanua
would endeavor to present ™PL in a simplified fOormand at a
avel inN whick nMost of its constructs are expl ai ned. I n this:
manner, the reader at the beginning or internediate |evel,
Ynowi Ng only a subset of the | anguage, would neverthel ess be
able tO write MPL prograns conpatible with the full |anguage.

¥ith a user's manual available, the project would proceed
into a testing and eval uati on phase. Aninportant contribution
tothis phase woul d be feedback from potential users. From
*hisfeedbackwewoul d be able tn ascertain what nodifications,
if any,are required to give us the "hest® | anguage for the
user. Tt is probable ¢+hat HPL will be equally useful for
stati stical and nunerical analysis applications, particularly
in confurction with special subroutines useful in these fields.
Thouak We woul d ﬁronote investigation into a wi de range of
areas, athorough study of such a scope woul d be inpractical
Trstead, We propose to concentrate
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upon applications to Mathematical Progranmm ng.

Testing MPL as a Language for Mathematical Progranmming
woul d proceed along two fronts. First, standard algorithns,
such as Generalize? npper Rounding, would be
programmed USing “PL., This would allow us not only to eval uate
MPL as a programming tool but also to assenble a |ibrary of
algorithas fOr use in further research. Second, MPL would he
nsed tO wite andtest new al gorithnms, consequently, &valuating
its potential as a research tool. W bel ieve that the |anguage
could have a great inpact in this area - especially in academc
research Where tte tine ard expense in programmng for |arge
scale systems has been prohihitive in other |anguages.

As a user's +o00l, MpPLhas been devel oped to parallel nuch
of standard mathematical notation. Thus nost algorithns
written i N mathematics could alnost as easily be witten and
read in MPL. This aspec* of the |anguage nakes it attractive
as a standard comuni cation | anguage for algorithns. As one
furtherphase Of +his project, we hope to explore this fact in
greater depth. Tn particular, we would investigate whether it
wvoul® he plausihle t0 use MPL as a standard vehicle for
presenting algorithms in journals especially for the newy
nroposedMathematical Programm ng Journal. Not. only would this
*ave the beneficial effect of standardization, but it would
also mean that published algorithnms could be easily tested or
‘mplemented Via PPL

Some ofthe ohiectives outlined above can be partially met
witt the current version of the mpL translator. In order to
fully test the | anguage and inplenment. i+ as a user%tool,
however, the translator will have to he expanded or a conpiler
writ+en. An investigation Of these possibilities constitutes
+te rext major task oFf the continuing project.

7., Tmplementation Considerations

A complete, "machine-independent™ inplenentati on seenms
~ssent ial in gai ni ng broad acceptance of MPL as a mat hemati ca
nrogramming | anguage. Such an inplenmentation could take two
*irections:

{iy ®xtending the current translator %o enconpass those
MPL concepts not presently handled (e.g. subscripting
as an operator, partitioned data structures,
concatenation, an® set generators).

(iiy Witing a full-scale conpiler into some ideal machine
| anguage (e.g. three address code or reverse Polish).

-The translator would be | ess work but the nore efficient

rode produced by a conpiler would makethe solution of |arge
scale problens nore practical. However, of equal, if not.
areater, importance IS a "Hovw t0 Implement" manual, a
compendium Of suggestions On implementingsome Of the nore
nowerful MPL constructs as well as techniques for handling
larqge scal e data structures and codes invol ving many thousands
o€ irstructions Oon a conputer.

For the nost part, the techniques woul d be machi ne
i ndependent, i.e., the method of inplenmentation outlined in the
manual should he of help in inplenenting any |arge-scale
mathematical pragraraing system

Part of the manual woul d be concerned with the analysis of
an MPI. program Ttems i ncl uded would be parsing techniques,
symbol tabl e organi zati on, a precedence graammar if possible,
suggestions for the internal represent.ation of the program
after analysis, and an outline of code emtted for advanced

? 124



features of MrL (e.g. function variables,indexingsets,
Aynamic LET statements),

Runtime organization which is essentially NPL independent
woul® require a study of Adata structures necessary for large
scale systems, dope vectors, algorithms for handling the
non-first-in-first-out datastructures Of NPL.

Ifan easily modifiabletranslator werewritten,
~xperimentscouldbemade with different runtimedata
structures, dAata handling algorithms, and computational
algorithms (such as matrix expression evaluation).
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OPERATI ONS RESEARCH ACTIVITY

Most of Professor Dantzig's Operations Research work is conducted
in the Qperations Research Departnent.
1. Professor Dantzig is organizing a NATO conference on "Applications of
Optinization Methods for Large-Scale Resource Allocation Problems", to be
held in June 1971.
2. Professor Dantzig is the principal investigator of the follow ng projects:

Optim zation Theory
Sponsored by the National Science Foundation

Mat henati cal Programm ng Language [MPL]
Sponsored by the National Science Foundation

Stochastic Mathematical Prograns
Sponsored by the Atom c Energy Comm ssion

Mat hematical Mdels in Qperations Research and Conputer Science
Sponsored by the Ofice of Naval Research

Research in Mathematical Biology
Sponsored by the National Institutes of Health

Professors Richard W Cottle and Alan S. Mnne of the Operations
Research Department are associated with Professor George Dantzig in the
Mat hematical Methods in Operations Research and Conputer Science project.
Prof essor Robert WIlson of the Gaduate School of Business is associated

with himon the Stochastic Mthenatical Programs research project.
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OR 66-2

OR 66-3

RESEARCH REPCRTS

Mat hemat i cal Programming Language Bayer/Bigelow/Dantzig/
Gries/McGrath/Pinsky/
Schuck/Witzgall

Conpl ementary Spanning Trees Dant zi g

M1 Shortest Routes froma Fixed Origin Dantzig/Blattner/Rao
in a Gaph

Al Shortest Routes in a Gaph Dantzig
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17 Jul'y 1970

DG TAL SYSTEMS LABCORATORY

SUMVARY OF RESEARCH 1969-70

Prof. E J. MCuskey, Director .

The research of the Digital Systems Laboratory has been chosen to

provi de a bal ance between topics concerned with conputer software and

hardware topics. In fact, there has been a trend towards research areas

which integrate both programmng and |ogic organization. Some  topi cs

where this integration has-been possible are:

(1) The study of the control of processes operating in parallel.
Here a representation has been devel oped from which it is
possible to systematically design either a logic circuit or
a program realization of the control algorithm (conponent
of an operating systemj. Problens such as the mutual exclu-

sion problem and the buffer problem are treated as exanpl es.

(2) The study of parallel inplementation of a single-assignnent
| anguage in which a conputer organization for maxinmum para-
ITelism and a suitable programmng |anguage for describing
parallel algorithnms were devel oped concurrently.

(3) The devel opment of a system consisting of a general purpose
conputer with a specially designed digital differential
anal yzer as a peripheral device.

- Anot her aspect of the DSL research arises fromthe fact that two of

the nost critical problemareas of contenporary conputer systens are those

of reliability and operating system design. Mch of the research of the

Digital Systens Laboratory is related to one of both of these. A major
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effort is underway ainmed at devel oping a theory of the effects of conponent
failures on digital systems. This theory has already led to insights'
on new testing algorithms and on design of networks so that they ‘are
easily maintained. Work on control of parallel processes and on com

puter system eval uation represent approaches being taken to inproveoperating

system desi gn.

From another point of viewthe attenpt to study parallelismin
digital systems is conmon to many of the DSL activities. This ranges
fromwork on |arge conbinational networks for tasks such as sorting to

studies on parallel conputation.

EJMc: sb(7-17-70)
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Proj ect: 3208

Contract:  NASA,  NGR-05-020-01k

- . . Principal Investigator: A M Peterson

\

_ Staff: R. Koralek, E Schulz, and B. Parasuraman
Title: NONLINEAR CODI NG THEORY

- Work has been progressing 'on devel oping a systematic theory of
" nonlinear error-correcting codes. These codes, used' to transmit data .

over'noisy channels (e.g., a spacecraft data link), will automatically facilitate

correction of transmission errors.. Present codes use.linear parity check

bits to provide .error—correcti ng capability; sych linear codes are,

- fairly easy 'to encode but rather difficult to decode. Nonlinear codes
shoul d be nore easily decoded than present codes, Aso, nonlinear
codes caR?rmre efficient than linear codes, For exanple, the best

4 . known g-bit distance-3 (si ngll e-error correcting) |inear code contains
32 words; the corresponding nonlinear code has 38 words. For |onger
block lengths, the difference beconmes even greater: the best |inear 15-
bit distance-5 code contains 128 words, wbut a simlar nonlinear code
has‘256 words. For a channel like a spacecraft data link, this inprove-

” ment results in a higher bit rate for the same probability of an un-
corrected error.

Research in the past few nonths has concentrated on the wei ght and

di stance properties of maxi mal code sets (sct.s: of code words with the

maxi mim number of words for a given word length end ni ni mum d; stance),

An upper bound has been found on the m ni mum di stance of a codeset

of given paramectiers, and this calculation can be extended 1o give the

average distance, A theorem shows that the distance spectrum of a’
maximal code set is an exact multiple of the weight spectrum; thus the

average weight is known, A study of "weight moments about the averapge"
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Puts 'strong constraints on the nunb& of words of each weight that &

maxihal code can have. Two ot her theorems, concerning the number of
words of a given weight that can be distance d apart, specifyr exactly
the \Teight structure of a class of maximal nonlinear codes, i 4¢ then
an easy matter to wite down the code words.
jIn the next few months a formal, systematic way to construct these
and clther nonl i near codes W ll be sought. Encodi hg and decodi ng met hods -
will be investigated, in terns of both algorithms and. hardware. pr e -
liminary results indicate that coding and decodi ng should be very fast,
especially using certain medium-scale int egr"at ed circuits and unorthodox
| 0gi ¢ organizations such as cellular nets. Thus nonlinear codes wll
be able to increase data rates not only by coding efficiency but also

by faster decoding hardware,
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Title: MATCHING A DIGITAL DIFFERENTIAL ANALYZER TO A GENERAL PURPOSE COVPUTER

This study is aimed at devel opi ng configurations for a special -purpose
hybrid conputer which is intended primarily for the solution of all kinds
of differential equations, The conposite machine would consist of an elec-
tronic digital differential analyzer (d.d.,a,) and a general purpose digital
computer, Wth *such a conbination, the extremely high solution speed of
the d.d,a, can be used effectively with the nenmory and | ogi c-capabilities
of the digital conputer.

In contrast to a block of successive instructions in a conputer pro-
gram the d.d.a, uses a set of patching or interconnection instructions.
By inplenenting these interconnections with digital hardware, communica-
tion between the d.d.a. and the conputer can be si'rrplifi ed.  Such hardware
i npl ementations are now econom cal because of the abundance of fast and
conpact semi conductor circuits.

The first phase involves putting together a system of integrators
using available MSI circuits and connecting themto a suitable mni-conputer.
The hp 2116 Bhas been selected on account of its availability, convenient
size and adequate instruction repertoire. Since MSI circuits arc generally
avail able in multiples of 8 bits, the 16 bit word length of the hp 2116 B
is well suited to thié application. The d.d,a, organi zation centers around
two banks of sem conductor randomaccess nmenories and a high-speed parallel
arithmetic unit. Each word in the menory bank represents one integrator,
and since only one word can be accessed at any tine, the d,d,a, is organized
serially. As a consequence, the solution tine increases wth the nunber of
integrators used.

Wen connected to the conputer, the d.d.a, passes information via
the 1/0 channels_, and it therefore appears as an I/O device to the conputer.
The conputer perforns the follow ng functions:'

1., Setting up initial conditions

2. Inscrting scale factors

3. Reading in program interconnections

4, Initiating the conpute cycle

5. Accessing any integrator to transfer data

6. Reversing conmputations if necessary

7. Interrupting to transfer control to someother device
8., Doing "table look-ups' to check known soluti ons

9.  Any other general housckeepi ng functions,
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On the other hand tho d.d,a, woul d be generating rapid solutions to differen-
tial equations, and these nunerical solutions would be stored in the nenory'
units,

The next phase of the project deals with extending this concept to
| arger conputers and devel oping nore general rules for d.d.a, interfacing.
Specifically, some kind of assenbly Iz;nguage program needs to be devel oped
t 0 make the composite machine nore user-oriented, In this way the d,d,a,
can be nmade conpletely automatic wthout the past problems of patchboard
Wi ring and complicated progranmm ng. o

Anot her aspect being currently investigated is the possibility of
realizing d.d.a. integrators in the formof cellular arrays. These arrays
l end thenselves easily to |large scal e integration, Ot her researchers have
denonstrated these techniques successfully in the case of |ogic networks.
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Projecr 6902
Contract:  Tri-Services N0O0014-67-A-012-0044
Principal Investigator: E S. Davidson
Staff: T.Fr. Chang, H P. Lee, and S. S. Redd
Title:  ALGORI THM C DESI GN OF COMPUTING.SYSTEMS

A Conputer System Eval uation

In conmputer systens there is a continuing trend toward integrated
circuit conponents of |ower cost and higher density and speed. This
trend has been evident in recent systems announced by conputer manufact-
urers and is reflected in higher performance nachines as well as in
| arger machines with nore conplicated internal structure and system

conplcxity,and in networks of small and large nmachines with distributed

- menory and processing capability. For a user with a well characterized

job mx, a wide variety of systens is available and within each system
many configurations and operating strategies are possible. The user
has available the tools of sinulation and neasurenent to aid himin
making this decision, and in nodifying that decision as the job nix
changes in the course of time. The conmputer designer has the same
tools at his disposal, but his freedomto specify the systemis nuch
broader. Thus, while the hser must select his system by choosing
between several available parameter values for ccrtain' spccified

syst em parameters, the designer nust investigate paraneter values of

a broader range and finer degree, as well as nmany additiona

Syst em paramcters.
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Both sinulation and neasurenent have developed W thout a cohésive,
anal ytically-oriented system science for conputers. The selection of
the system parameters for a sinulation or neasurement study, as well
as the appropriate level of detail for the study, depepds upon the
intuition of the designer of the study. The consequences of the |ack
of an analytical nodel are that parameters which are functionally
related are often neasured or sinulated as independent paraneters causing
a conputational inefficiency in the study; that the level of detail
may be inappropriately sel ected causing inefficiency if the selected
level is too |ow and causing the om ssion of essential effects if
the level is too high; and that results of such studies cannot be
rigorously applied toward system inprovement, except by studying all
cases and sinply selecting the one which appears best for the sanple
operating environment selected. The goal of of this study is the devel op-
ment of such an anal ytic approach which can be applied independently
or in conjunction with sinulation and neasurenent to solve these
probl ens.

Preliminary investigation is centering on several sinulation
and nmeasurenentstudies. A sinulation study which yields the address
referenci ng behavior of some kernel program has investigated the pro-
bability of a consecutive string of references to the same menory
bank. Probabilities were reported for four nunbers of memory banks
and five string lengths. It was found that these twenty independently
measured probabilities could be closely predicted by a model involving
ten parameters. A |east-square fit was used to evaluate the ten
parameters i N terms Of the sinulation-produced probabilities. Further

research is directed toward inproving the nodel, treating address referenc-

ing behavior in general, and cvaluating the nodel pranctcrs directly
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f rom anassenbly language program

kyture research will be concerned with replacement of an address
reference list, such as used in paging studies, with a suitable para-~
ncterization which can be evaluated from an assenbly |anguage or
hi gher "'evel program Additional research will be concerned with
predicting specific system inprovenent 'based on results of neasure-
ment or sinulation studies.

B. A Mdel for Pipeline Systens

Recent conputer architecture is tending nmore in the direction

of pipeline systems to overcone speed -limtations in arithnmetic

conput ations and menory accessing. The pipeline system can be

described as one in which the initiation of an operation is begun
before the previous operation has been conpleted. A nodel has been

devel oped for a pipeline function generator which operates in a pipe-

line fashion, but is restricted to performng a single type of cal-
culation, e.g., addition, matrix multiplication, or effective address
conput ati on.

The nodel divides the pipe into tenporal segments. During each

segnent a piece of the conputation is performed. The hardware

involved in conputation is divided into physical segnents, each of

vhich consists'of the logic necessary to performlIts conputation and
a buffer required to store partial results. The architecture of the

pipe is then specified by a reservation table which allocates the

tenporal segnents of the pipe to the physical segments. Such a re-
scrvation table allows the re-using of physical scgments at two dif-
ferent points in time in the pipe. This. capability is a generalization

of what is generally found in existing pipeline function gencrators.
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A characteristic vector may bc conputed from the reservation table.

Thi's v?ctor is used to avoid “collision" of operands, i.e., attenpted
usage Of the same physical segment at the sane tine by sets of operands
at different temporal segnents in the pipe. The characteristic
vector; my be stored in a shift register which is shifted to the left
one position in each tenporal segnent. Collision is avoided ‘by initiat-

! . : L
ing new operands only when a zero is found in the |eft-nost position

of the’shift register. Each tine a new operand is initiated the char-
acteristic vector is Ored into the shift register
Scheduling of the pipe may thus be acconplished by initiating

new operands in the pipe, after their arrival in an input queue, at
the first appearance of a zero in the left-nost pbsition of the

shift register. Wiile this is a very sinple strategy to follow and
requires very little hardware for inplementation, it is not in genera
a optinum scheduling strategy. That is to say, for certain pipeline
architectures and certain ‘arrival tines of operands in the input
queue, a scheduling strategy with higher throughput can be found
Investigation of optinum scheduling strategies is carried out by
generating a state diagram for the states of the shift register. The
m ni mum wei ghted self-loop in the state diagram produces the maximm
steady-state throughput of the pipe, i.e., the mninum constant tine
interval between initiation of operands which can be sustained
indefinitely. Furthcrnorc, a conputationally efficient al gorithm has
been found for determining the maxi mum throughput cycle in the state
di agram whi ch corresponds to initiating operands at non-constant

time intervals in an indcfinitly rcpcatablc cycle.
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Further research is directed toward deriving cost-efficiency

considerations for alternative pipeline architectures performng

the same conputation. Research is also directed toward establishing
the efficiency of a pipeline architecture by analysis of fundanental
cycles in the characteristic vector. Adaptation of the pipeline
function generator nodel to general pipeline(function gener ator

nodel to general pipeline)processing Will be consi dered.

c. Conbinatorial Problens

This research has been directed toward solving sone problens of
a conbinatorial nature in switching theory. The first problem concerns
"maxi mum si zed" equival ence classes induced by a group acting on a set
of objects. Golomb [1] gives nethods for determning these equival ence
cl asses and most of his methods assume that the group in question is
cyclic. A method is found which is applicable to conpletely solvable
groups. This nethod naturally suggests a way of enunerating "maxinum
sized" equival ence classes of switching functions of up to 4 variables.

Anot her, yet unsolved, probleminvestigated is to enunerate
Hamiltonian circuits on an n-cube for n > 4. Gilbert[2] enunerated
these circuits by an exhaustive search on a conputer up to n = 4.
A nethod for generation of Hamiltonian circuits by choosing certain
faces on an n-cube i s found (which is simlar to the nethod of Hermary).

This method consists of defining two graphs called the "face adjacency

graph" and the "face tangency graph". The set of faces to be chosen for

a Hamiltonian circuit is characterized in terms of these graphs.

This method can be easily adapted by using a computer to generate Hamil-

tonian Circuits.
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Certain arithmetic properties of the nunber of Hamltonian
circuits on an n-cube arc also investigated. It. is found, for exanple,

that if nn is the nunber of Hamiltonian circuits on an n-cube then’

H 0 (mod n) if nis odd

n-

B -0 (mod "/2) if nis even

n

The problem of classification of Hamltonian circuits into equi-
val ence classes is also studied. The nmethod nentioned above for
generation of Hamltonian circuits is particularly suitable for algebraic
mani pul ati on of equivalence classes. Haniltonian circuits are required
in many engineering applications for exanple the discovery and eval uat-
ion of unit-distance or Gray codes.

Anot her problem posed in the SIAM Review [3], which has been
solved is the enuneration of the nunber of ways in which n identical
balls can be distributedinh boxes in a row such that each pair of adjacent

bdxes contains at least 4 balls. A recursion fornula is devel oped

for the above enuneration.

Ref er ences:

(1) Golomb, S. w., A Mithenmatical Theory of Discrete. Cassification,
proc . Fourth London Synp . Inform Theory, Butterworth and Co.
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Title: DESIGN OF NAND NETWORKS

An interactive algorithmc approach to the design of NAND networks
by transformson the interconnection topology of a given network is being
devel oped. Wth the advent of LSI technology, the need for optinum sol u-
tions has dimnished. Furthernore, historically justified definitions of
optimality no |onger apply. In order to provide a realistic goal, a wde
variety of conventional cost criteria such as gates and gate inputs, and
a wde variety of network contraints such as fan-in, fan-out, levels of
logic, and interconnection cross-overs nust be conpatible with the approach
taken. Mst existing algorithms fall short of this goal and all require
more conputation tmethan justifiable in their pursuit of an optinum
network.  One approach which overcomes these difficulties is to generate
efficiently a starting, possibly non-optimal network which is presented to
the designer for his approval. The designer then uses an interactive pro-
gram for solution inmprovement. He can then identify the areas of the network
which do no neet his cost or contraint criteria. Violations of certain
specified constraints can easily be flagged for his attention by the inter-
active program

A single transform which operates on the interconnection topol ogy,
of the network has been found. The output connecting a designated gate to the
network i s deleted and i s connected instead to a nunber of other gates in the
network. The entire transform may be specified by designating a "transforned
gate" and a "nodified gate". The new connections are nmade and the resulting

network is then simplificd | ogically.
1ko



Since the transform mani pul ates the interconnection topol ogy of
the Le work directly, it is rather easy for the designer to dea
directly with network constraints. For exanple, he nmay renmove an input
froma gate which exceeds fan-in limtations. He may reduce the nunmber
of 1eve&s in a subnetwork by creating an internal invertcr in that
nethrQ. This is done by renoving all inputs but one froma gate. The
internal invcrter is then renoved by the autonmatic network sinplifi-
cation following the last transform Cross-overs may be elininated
by transformng a gate to another gate whose subnetwork shares inputs

with the transformed gate. Transfornms which night add gates or gate

inputs to the network can readily be identified. 'Transforns which
reduce the nunmber of gates or gate inputs can usually only be identified
after the network sinplification followng a test execution of the
transform  The desirability of executing test transforms, and the
possibility of curing one undesirable feature of a network by creating
another, inplies that a file of solutions be kept in storage as they
are generated, allowi ng the designer to return to any previous sol ution
and apply transforms upon it.

The power of the transformis vindicated by the fact that many
previously known sinplification heuristics nmay e viewed as Specia
cases of the transform rThe transform has been rigorously defined

and its validity has been proved.
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Title: RELIABILITY THROUGH REDUNDANCY. AND FAULT DETECTI ON

A Redundancy Techni ques

Protective redundancy schemes (systens which can tolerate faults
because of additional components, prograns, or time used for the com-
putational task) can be classified into two general categories:
massi ve redundancy and sel ective redundancy. In massive redundancy
the effect of the faulty elenment is nasked instantaneously by per-
manent|y connected and concurrently operating replicas of the faulty
conponent.  Sel ective redundancy enconpasses the remaining protective
redundancy techniques, i.e., the presence of a fault nust be detected
and then corrected (by error correcting codes, swtching of stand-by

spares, or systemreconfiguration).

The overall goal of this research is to develop tools a designer
can apply to evaluate' the various fault-tolerant techniques, that m ght

be incorporated into a system

-In the area of nassive redundancy the nethod nost conmonly con-
sidered i s triple nodul ar redundancy (TMR), whereby a nonredundant
network i s divided into nodul es which are triplicated and separat ed
by majority gates (voters). A nethod for rapidly estimating the
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reliability of a TMR version of a cascade network has been dcvcl opcd.
The trade-offs between the nunber of nodules or the use of single versus
triplicated voter stages are easily evaluated. For the nmore genera
network (for which the cascade fornulas have been shown to be significantly
I naccurate, thereby warranting another approach) a cellular nethod has
been formul ated which yields an upper bound on reliability. This
procedure is nore accurate than the generalized cascade approach

and involves much less calculation (cell reliabilities are derived by

a sinple conbinational fornula) than the nore accurate methods. In

the initial stages of an iterative design-procedure the loss in

accuracy induced by this nethod is considered of secondary inportance
(especially when nodule reliability is not yet accurately known) wth

respect to speed of calculation.

A mat hematical nodel for the diagnostic procedure used in
sel ective redundancy (stand-by) is being devel oped. (Once conpleted
the model will be directly applicable to nonredundant new nmachine
testing and diagnosis. Several parallelsbetween the multi-processor
schedul ing problem and the nultiprocessor diagnostic sequence have
been drawn and work is in progress on the solution to the latter
problem- A so a nodel and sone theorenms concerning the problem of
"checking the checker " as applied to a systemis hard core (that
portion of a systemconsidered to be fault free and containing the
m ni mum subsystems required to initiate self-diagnosis) 'are being de-

vel oped.
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B. Detection of Faults in Logical Circuits

This project is concerned with finding test procedures to detect
faults in non-redundant combinational digital circuits, wth studying
the effects that faults have in the behaviour of the circuits, and
with finding guidelines to help in the design of switching circuits
in order to make them nore easily testable (i.e., to reduce the

complexity and length of the testing procedure).

The kind of faults considered conprise the so-called "stuck-at-0O
and "stuck-at-1" faults, which are of a nore or |ess permanent
nature (the character or existence of a failure does not change during
the testing procedure). Their logical effect in the circuit is to
tie one or nore lines to a logical O or to a logical 1, irrespective

of the input signals applied to the network’

. W have proved that, for a given unate function, (functions

that can be represented by a nomal formin which no variable appears
bot h conpl emented and unconpl crented), there exist sets S and S1 of
(o]

I nput conbinations that detect, respectively, a stuck-at-0 or stuck-

at-1 fault in any line in any irredundant rcalizat ion built with AND
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and OR gates (or with appropriate nodifications, built with NAND -or
NOR gates). These disjoint sets are mninumfor the class of reali-
zations of the given function in the sense that there are no smaller
sets that are sufficient to test conpletely all the different reali-
zations. In particular, a tw |evel AND-CR (OR-AND) networké&needs

all the so (sl) tests.

The sets S, and s, are easily obtained fromthe mniml sum and
minimal product forms for a function. W& have proved that a fault
that can be detected by a test not bel onging to.s_or s, can be

detected by a test in s, 0r 8 and so we can restrict ourselves

ll
to study only such sets.

A nultilevel realization may or may not need all the S, and
8 tests. To find in this case a mninumset of tests, we refer the
multilevel circuit to a 2-level fornula and do a process of mnim-
zation by the well known covering nethod. The advantage of this
procedure over others previously used is that we performthe mnim za-

tion using only the s and s, sets instead of all possible tests.

Extending slightly the nethod used for unate functions, we can
find also mninmal sets for non-unate functions that have only one
mnimal sum and one mniml product (the essential prine subcubes
cover the entire function). Wwehave not been able to extend effectively
the same procedure for functions that do not meet the above requisite.

Qur research efforts are directed toward the solution of this problem
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l?nowing the tests for a given member of a class of functions,

it is usually very ‘easy to find tests for the whole class. The O asses

we have studied are:  Conplenenting Symmetry Cass, Duality, Permute-

tion ¢f Variables, and Partial Symetry.

1
1
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Ti tLe: EFFECTS OF rA1LURES | N LOGA C NETWORKS .

A Al gebrai c Properties of Faults in Logi c Networks

A general study of the effects of so-called "stuck-at" faults on
the structural and functional characteristics of conbinational |ogic
networks has been undertaken. It has been shown that sone of the
possi bl e faults which can occur in a given network bear relations to
certain other possible faults in that network. Know edge of these
relations greatly facilitates consideration of networks in the presence
of failures.

The two types of relations which were considered are those of
covering and equivalence. The covering relations-introduced reflect
t he mechani sns whereby the presence of certain faults in a network
renders the occurrence of other failures to some extent unobservabl e.
The equival ence relations which were studied reflect the varying
degrees to which distinct faults in a network can be indistinguishable.

Any equivalence relation partitions the set on which it is defined
into disjoint equivalence classes. The equival ence relations introduced
between the faults which can occur in a network thus pemit one, for the

first time, to treat these faults not individually, but in classecs.
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This greatly sinplifies work involving faulty networks since the nunber
of different faults which can occur in a given circuit is typically many
tinmes greater than the nunber of fault equival ence classes,

Several different fault equival ence and covering relations have been
considered.  Some are defined in terns of the effects of faults on
network structure--others in terns of the effects of faults on the
network out put function.

A modelling technique has been devel oped whereby the structure of
a given network is represented by a labelled, directed graph. The effects
of faults on this structure are modelled by appropriate transformations
applied to this graph. These nodels and the associated al gebraic
techni ques which are devel oped provide a particularly convenient neans
of characterizing the relations between, and other aspects of, the faults
which can occur in a network. Key theorems have been proved which establish
necessary and sufficient conditions for the existence of the various
covering and equival ence relations which permt one to determne these
relations directly froma systematic inspection of the network under
study. Oher results denonstrate how one nmay infer certain properties
of the faults in a network and the relations between themdirectly from
certain characteristics of the network's structure (such as the existence
of reconvergent fanout paths) and of the function it inplements (such as
symetry). Such inference has been greatly facilitated by the introduction
of a new neans of characterizing both network structure and output function
in a single algebraic expression. Enunmeration techni ques have al so been

devel oped which permt one Co quickly establish upper bounds on, and in
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some cases exact counts of, the nunber of classes into which the faults

- of a network are partitioned under the various equival ence relations.
Theiappl ication on the know edge obtained by these techniques

of the éroperties of, and relations between, faults have b'een‘ expl ored.

I'n partil,cul ar, it has been shown that know edge of the relations between

faults has inportant and i mediate usefulness in the area of failure

detection and diagnosis.
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B. Fault Dom nance in Conbinational Grcuits

Fault detection and diagnosis of logical circuits has become
nore inportant, due to the increasing demand for higher reliability

and the additional conplexity of conputers. nany testing and di agnosing

met hods have been devised to deal both with circuits in general and
with specific machines. The theory of faulty circuits is still being

devel oped.

A egg [1] and shertz [2] have both studied the equival ence
relations of faults in conbinational circuits. These studies were
motivated by the fact that equivalent faults are indistinguishable; thus
the entire equivalehce class may be treated as a sinple fault,

drastically reducing the conplexity of fault testing,

Fault dom nance assunes the fact that detection of some faults

will automatically lead to detecting some others. ony doninated

faults need to be considered in fault detection

I mportant theorems devel oped to date [3] concerning sinple fault
dom nance i ncl ude:

(1) The dom nance relationship holds between input and output |,

faults of an irredundant circuit if, and only if, the function is

unate i n that input variable.
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(2) Input faults can either be equivalent or show no dom nance
between two faults if the function is partially symmetric in the two

variables of interest.
Due to the transitivity of dom nance, we al so have:

(3) If a fanout-free logic circuit is realized by symetric,
unate gates, tests designed for detecting all stuck-at faults associat-
ed with first-level input leadscan also detect all other sinple faults

in the circuit.

Shertz's [2] graphical display of fault relations is extended
to cover the dominance relation as well. This extended fault diagram

serves as a visual aid to disclose fault relations.

It has been found that the direction of domi nance at the fanout
point is the reversal of that at the gates; therefore, theorem 3

does not hold for circuits with fanout,

An algorithmis being developed to select fault |eaders whichare
responsible for multiple faults. Wth fanout-free circuits realized

by AND, OR, NAND, NOR, NOT gates, we can prove that any nultiple fault
nust dom nate at |east one of .its component single-fault |eaders.

Therefore, detection of all single faults of such circuits will detect

all miltiple faults as well.

The inhibition of detection due to fanouts i S under investigation.
-Dom nance in nultiple output networks is expected to be a generalization

of former results.
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C. Fault Detecting FExwveriments €or Sequential Machines

This research is directed toward the develonment of an
algorithmic nrocedure for the aeneration of test semuences ‘or

digital logic circuits which contain clocked memory clerments.

The specific algorithm under investigation assumes only
a knowledqe of the loaical bechavior o€ a ecircuit and is
therefore indenendent of the snecific hardware used to imnlement
the circuit. A sequential machine model of the Mealv tvne is
used to describe the loagical behavior of the circuit for which the

test secquence is tn be aenerated. Mo agsumptions are made about the nurber

0]

of failures which mav exist in the circuit beinc tested. Th
tynes of failures are restricted to those which do not incrzase

the number of internal states of the oriainal machine., This i

9]

Pe

important from the theoretical stand»noint but mav not bhe sianificant
in oractice since it is known that randomly oenerated test

seaquences do a fairly cood job of testina for Failures.

The rationale hehind the aloorithm under investication comes
from the use of snecial svnchronizina svmbols which are cormonly
used in several arecas of commuter desicon. The alﬁorithﬂ.usés
a narticular innut/outnut svmbol »nair as a svﬁchronizinn svmbnl
to delimit- test subsequences and to reinitialize the internal

state of the machine beina tested,

nounds nn the mininum and maxinmum test lenaths “or tha
alqorithm have been derived. The unner bound on the test lenath
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compares favorably with the other alanrithms which sn0lve the
samc nrohlem, In certain cases the new algorithn results in

a very m»nﬂwmwnu:ﬂ savino in both test length and in the time

required to aenerate the test.

The 04HH@:# investigation centers on the characterization of

those machines for which the test is quaranteed to detect all
errors. Td date it has not heen nossible to construct a failed

!
machine which will nass the test agenerated by the alaorithm,
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Title: PARALLEL COMPUTING

A parallel conmputer systemis a conplex conbination of circuits
and prograns known as "hardware" and "software". These systens are
parallel in the sense that different conponents in a systemare
operated or executed at any instant. One exanple of a part of a
conputer systemin which parallelismis very inportant is the operating
system that part of the systemresponsible for the processing of
prograns submitted by users of the conputer. The operating system
perfornms functions such aé the scheduling of jobs to be run, the
allocation of resources (such as menory space, input devices, and
output devices), the definition and maintenance of files of information
recovery fromerrors which occur in user programs, and the determnation
of what it. costs to use the conputer. At the present time, conputer
systens,-(in particular, opera-ting systens) are designed in very
ad hoc ways. Not only are there few, if any, tools which
can be used in the initial construction of the system but once the

systemis built, there is no way, other than by actually running the
system to determine if it operates correctly. This situation is °
very wasteful because the systens nmy operate inefficiently, because
tremendous amounts of time nust be spent in testing or, so-called,

"debugging,” and because it is difficult to convey to other programmers

a description of how the system i S constructed.

*
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There are then fundanmental difficulties involved in the design
of conputer systems. The major goal of our research is to develop a
formal nodel for the study of parallel conputer systems, and in
particular, operating systems. This formal nodel will be used in the
initial design of the systemand in the analysis of existing systens
to verify that they operate as intended. |n addition, the node
will provide a concise and unanbi guous definition which can be used in
describing the system

Qur work in this area has been underway for alnmost two years and
consi derabl e progress has been nmade. [nitial attention was focused
on a particular problem which occurs in the design of parallel com

puter systems: the nutual exclusion or interlock problem |n this

probl em conponents in a system which are operated concurrently,
must be controlled so that it is inpossible for themto perform some
prespecified operations sinultaneously. It nust also be guaranteed
that if a conmponent wants '"to performits special operation, it is
eventual ly allowed to do so. Qur nodel is based on the use of flow

tables to describe the operation of prograns and circuits. The use of

these tables in the design of switching circuits is well known but
their use in the design of prograns is new. The nodel makes it
possible to design programs for solving the mitual exclusion problem
It also makes it possible to analyze the efficiency or conplexity of
t he-control mechani sm used to prevent operations from being performed
sinul taneously, to establish mninal requirenents for all correct
solutions to the problem and to give solutions which use these

m ni mal requirements. Program and circuit implementations can be
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consi dered sinultaneously, making it possible to consider in a
precise way the relative efficiencies of hardware and software
implementations.

In the imediate future, we plan to study the design of other
portions of the conmputer systemincluding the specification of
interrupt facilities and job schedulers. In addition, the design
of a conplete, although perhaps nodest, operating systemwl| be
attenpted with the hope that it will be possible to establish the
| ogi cal correctness of the design without need for costly testing
and debugging as is presently required.

W believe the consideration of system design problenms such as
have been nentioned is very inportant. Such research is sel dom
conducted outside the university because the tine pressures found in
industry, which require the devel opment of a working systemw thin
sone fixed and usually short period of tine, make it necessary to
consider only the design of a particular system and nake the, investi-
gation of tools which could be useful in the design of all future

systenms a luxury that is nearly always not considered.
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Title:  PARALLELISM IN COMPUTI NG SYSTEMS

A Parallel Inplementation of a Single-Assignnent Language

The purpose of this project is to investigate a particular means of
paral l el conputation, i.e., a way in which many conputing resources can
be focused simultaneously on a single programin order to speed up its

“ execution. The parallel system under investigation is distinguished from
other parallel systems by the follow ng properites:

1. Programs are originally given to the systemin a high-Ievel
--language, but the programmer need not explicitly indicate to the
system the opportunities for parallelismin his program

2. Parallelismis discovered and utilized on the statenent |evel
or even within a statenment, rather than on the |evel of blocks
of statements.

3. The system contains many processors which operate independently
--and asynchronously oh a programresiding in a conmon nenory.

The approach to parallel processing used in this project was inspired by
L. G Tesler's proposal of a class of single-assignnent Ianguages“]_ A
singl e-assi gnment | anguage requires that each variable be assigned a

value only once during the exccution of a program This property enables

. B 158




t he seqﬁencing of statements in a program to be implicitly determined

by theil data flow. As soon as all the input variables of a statement
are defined, that statement can be executed; during execution it may, in
turn, define another variable which will release other statements for
executiLn. If many statements have their input variables defined at the
same ti%e, they may be executed simultaneously.

The' first task of this project was development of a high-level
single-assignment language, called SAMPLE for Single-Assignment-Mathematical-
Programming-Language. SAMPLE was designed for numeric applications,
and it incorporated most of the features of Algol, including block
structure and recursive procedures. The language proved to be particularly
well adapted to matrix manipulation. algorithms because of the high degree
of potential parallelism in the algorithms.

The next step was development of a machine-level language which could
be directly executed by hardware, and into which SAMPLE could be trans-
lated. This was accomplished along with some suggestions about how the
translation process itself might be treated as a parallel process, although
this was not the principal focus of the project.

The next step was the description of specific hardware modules to
execute the translated programs, taking full advantage of their potential
paralleliém. The system contains three passive memory devices, each
organized into several independent banks. The types of access requests
which each memory device can service are described in detail. The system

also contains a variable number of processors whose behavior is described

"in detail on a memory-cycle level.
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The)final step of the project, which is still underway, is evaluation

of the proposed system. For this purpose, a simulator program has been

written to investigate the bchavior of the system. By executing SAMPLE

programé on the simulator, it is hoped that data can be gathered on the

dependevce of execution time on the number of available processors, and

|

other parameters of the system.
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B. Scheduling and Resource Allocation in Computer Operatiing Systems

This research is largely concerned with computer operating systems
and their effect upon overall system performance, There is a need to
develop better tools for locating system "bottlenecks'. Tﬁe measurement
programs which are currently available give, at best, only an indirect
indication of where the problem is, and frequently almost no information
about the cause, The parts of an operating system which have a major
effect upon system performance need to be identified so that they can
be studied more carefully. For example, the job selection procedure
which determines the job mix, the central processor dispatching algo-
rithm, the I/O dispatching algorithm, and the main storage management
all have significant effects on performance. Recently, a study of cen-
tral processor dispatching algorithms was begun and a simple rule was
found which is optimal for an idealized model. It is hoped that these
results can be extended and possibly a similar approach can be taken

to study other critical parts of operating systems.
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Cc. Performance Measurements and Optimization of a Computing System

After observing the operation of several computing systems, it becomes
obvious}thgt the performance of these systems is very opaque. Even gross
measure% of systems utilization are hard to come by. In response to this
situatipn work has been done on the IBM360/91 at SLAC, using the several
hardware and software monitors already in existence there to accurately
determine the spectral characteristics of several parameters of the com-
puter so that subsequent measurements of the system can be done cheaply,
as well as accurately.

In addition, a scheduling algorithm is being developed which can
determine the optimal (minimum time) sequence in which to access a set
of data records form a computer's storage drum. The algorithm has the
very nice property of having its execution time grow as N(logN), where

N is the number of records to be accessed.

D. Computer Architecture

A comparison has been made between an orthogonal processor and an
array processor of similar complexity. The results of this analysis
are contained in a forthcoming DSL Technical Note.

An analysis into the feasibility of using "cache'" or buffer memories
in a mini-computer, specifically, the Hewlett-Packard 2116, has been
conducted. As a secondary result, a simulator for the HP 2116 now exists
which is able to save a trace of the execution sequence of any program

written for the HP 2116.
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E. The Transformation of Sequential Programs into Parallel Programs.

One of the goals of this research 1s to produce compilers which will
translate programs written in the usual sequential fashion into efficient
parallel crdcs.

It can be argued that codes produced by such compilers cannot be as

|
efficient Ps codes directly obtained by using special purpose parallel

\
algorithms.

The following theoretical problems remain to be solved:

(1) Choosing an adequate representation of parallel programs

(2) Defining such aspects as the '"degree of parallelism: of a

program, and the "maximal parallel form" of a program

(3) Obtaining sufficiently large classes of program schemata for
which there exists an algorithm to derive a maximal parallel

form of a program

(h) Obtaining results to show that wider classes of program schemata

will lead to fundamental undecidability
(5) Devising transformations that will improve parallelism in a large
number of cases, where best maximal form cannot be obtained..
Reasonable models and definitions for (1) and (2) have been adopted.
We have proved that it is undecidable whether two processes in a flowchart

schema (as defined by Luckham, Park, and Peterson [1]) -are executable in
parallel, bringing us one step towards (4). We are currently considering a

rather large subclass of schemata (non—repetitive schemata), but have not yet

been able to solve (3) for it.

This rescarch can yield as a byproduct interesting theoretical

insights into such topics as representation of programs and equivalence of

programs,
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Title: A FUNCTIONAL APPROACH TO STRUCTURED COMBINATIONAL-LOGIC DESIGN

This work treats the problem of designing |arge
conbi nati onal -1 ogi ¢ networks. The adjective , combinational-
logic , refers to directed networks of swtching elenents
where all of the outputs are uniquely-determned conbinations
of the present inputs. Acyclic or loop-free combinational-
| ogi ¢ designs/in particularjhmm been pursued

Qur new approach to loop-free logic design advocates
the use of standard-patterns for interconnecting the basic
logic units. Each such interconnection pattern, or
structure, applies to a particular class of functions. A
range of structures exist for each function class. Thus a
specific logic design task is solved here by fitting that
task into a function category, and then choosing an
associ ated structure.

The particular novel elenent of our approach is the
generality of the proposed standard structures. Each
standard structure can be used with a variety of basic logic
units. Since these basic logic units form functions, we
call these structures which are functions of functions,
functionals. That isJeach functional is a generalized description

of a -collection of |loop-free logic nets.
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This generality allows a departure fromthe current

practice Of assum ng a particular | 0giCc technol ogy. Here

the |ogic conposing the basic units, or nodules, can be

chosen after the interconnections are fixed. The enphasis
- Is placed on using a mninum of nodule types in a regular

I nterconnection pattern. Consequently, this work is

adaptable to a wide range of |ogic design technol ogies,

with particular application to |arge-scale integrated

design(L.S.I1.).
The work is divided into analysis of structures for
L three different situations:-
1) The nost general class of swtching functions,
L 2) A particular class of swtching functions,namely
L t hose symretric about all argusents.

3) A specific task, nanely loop-free sorting.

L From the survey of sorting networks emerge several
% new and efficient sorting algorithms. O primary inportance,
however, is the framework used for categorizing such networks

according to certain construction features.

Standard-structures are presented for formng any
switching function of n variables to show the range of-
| ogi c tasks covered by our ideas. These structures are
derived by adapting the linear algebra concepts of vector
space and bzses to swi tching functions and Bool ean | ogic.
Expansi on theoreris play an inportant role in the analysis

of the allowed choices of nodule types in that functional.
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Anal ysis of structures for the particular class of
symmetric switching functions is then undertaken to
show that our functional approach can apply there too.
The functionals derived are related to the generalized
encoders and decoders for arbitrary functions. Two
particularly inportant instances of symetric function sets
are those for counting and for thresholding. The networks

for the lacer are directly related to those for sorting,

The cost of these standard structures isshown to be
quite reasonable. The generalized encoders and decoders
require on the order of: 2" nodules for arbitrary functions,

and n2

modul es for symetric functions, of n variables.

Mre conplex arrangenents are also described . to reduce this
cost to within the theoretical 'worst-case |east-upper-bounds!'
Nanely, the nodule count can be on the order of : 2%/n for
arbitrary functions , and n for symretric functions.

The functional approach advocated in this work also
illuminates many unsuspected relationships between diverse
| ogi ¢ design tasks. One exanple is the connection between
counting and sorting. O her examples fall out of the :gies
made between |inear al gebra and.logic design. This ‘
ecuneni cal approach may help the designer perceive more
of the relationships between specialized fields of knc')vd edge.
And with this general outlook, perhaps the designer wll

not be obsolete on the day his higher education cease?.
l
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Contract: AEC, AT(04-3)326 PA23

Principal Investigator: W. F. Miller

Staff: H. S. Stone

Title: PARALLEL COMPUTER ORGANIZATION

Major research effort is directed to the study of parallel computers
and algorithms fpf parallel computation. The objective of the research is
to invent new ways of organizing computers that can perform parallel compu-
tation with high efficiency. -

In the past year a memory-to-processor interconnection pattern called

the perfect shuffle was studied, and it has been found that the most efficient

parallel algorithms known today for sorting and for Fast Fourier Transform
make use of the perfect shuffle. The study suggests that the perfect shuffle
is a fundamental interconnection that heretofore has not been considered for
use in a parallel computer. Several other efficient parallel algorithms

that depend on the perfect shuffle were found, as well as general charac-
teristics of perfect shuffle algorithms,

Other effort has been directed to scheduling parallel computation.
Substantial progress has been made in finding an efficient solution to the
n-task, 3-machine scheduling problem that is one of the '"classical" com-
binatorial scheduling problems. The problem can be broken into four
subproblems, for which efficient solutions for three have been found. A
partial solution to the fourth subproblem has also been found, but it is still

an open question as to whether there exists a complete efficient solution for it.

168






—

—

COMPUTING AND BUSINESS EDUCATION
Norman R. Nielsen, Associate Professor of Operations and System Analysis
Graduate School of Business

In 1968 it became clear to the faculty of the Graduate School of
Business that they were not taking appropriate advantage of computing
in the training of masters and doctoral candidates. Computing was
playing an ever expanding role in the conduct of business in the
country, yet the role of the computer in the business school had not
enjoyed such a growth. Accordingly, a faculty task force was convened
to examine the role of the computer in the curriculum, in pedagogy, and
in research.

During the course of the subsequent deliberations, more than 50%
of the faculty became actively involved. The most far reaching of the
task force's conclusions came in the area of curriculum. It was recommended
that more be taught about the computer per se as well as its applications
in the business world. It was recommended that the various functional
areas (such as marketing, finance, accounting) place greater emphasis
not only upon using the computér but upon the effect of the computer in
that functional field. 1In other words, a significant and comprehensive
revigsion of the entire curriculum was recommended.

In the 1968-69 and 1969-70 school y=ars the task force recommendations
were implemented in the first year of the two year MBA (Master of Business
Administration) programs. A computer laboratory was constructed in the

basement of the business school, specifically designed to house 15 time-sharing
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terminals connected to the Stanford 360/67. This facility serves a
student population of 600 masters candidates and 100 doctoral candidates.
In addition two more terminals are located in the business school library.
The ready availability of access to the computer as well as the time-
sharing mode of operation permit a close and immediate student-machine
interaction.

In addition, a new course has been developed, Management and the
Computer, which is required of all entering students. This course provides
the students with a background knowledge of computer hardware and soft-
ware, a practical skill in BASIC programming, and some insights into the
various types of computer applications in the business world. This
course brings all of the school's students up to a common level of computer
-background. Although the students are by no means programmers upon com-
pleting the course, they do have a familiarity with the system and can
develop their own programs to solve problems.

The remainder of the curriculum developments are taking place within
the existing course structure. Not only is a greater emphasis being
placed upon the effect of the computer in the various subject areas,
but the computer is also being used to aid in the education process
itself. Library or "canned" programs are used by students to automate
routine but lengthy computations. Not only does this save drudgery but
it also permits students to devote their time to studying the implications
of the results thereby obtained rather than upon obtaining those results.

In other instances, programs have been developed by the faculty to assist
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the student in analyzing some of the case problems used in the business

school courses. (The cases are real life situations and form an important
part of the school's program.) Students working with the computer in

this fashion are able to obtain not only a better mastery of concepts
involved but they are able to gain that mastery in a shorter period of
time.

In still other situations the student will have to develop his own
programs to analyze problems or complete assignments. The computer is
also used to carry out the computations necessary for various types of
business "games". (In such a game student teams or "companies" compete
in a simulated industry, making periodic decisions about production,

marketing, finance, etc. The computer evaluates the relative effect of

- each set of decisions upon the simulated firms, and then provides updated

information to each team. Then another set of decisions is made, etc.)

The making of the above types of curriculum changes, the development
and documentation of the necessary computer programs, and the testing of
new teaching materials requires a substantial amount of faculty, doctoral
research assistant, and computer time. Consequently, most of the develop-
ments have been restricted to the first year of the MBA program.

However, funding for a new effort has been provided by the National
Science Foundation under a two year curriculum development grant. This
new effort is intended to institute the above type of curriculum revision

throughout the second year of the MBA program as well as the Ph.D. program.
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INFORMATION RETRIEVAL AND LIBRARY AUTOMATION: SPIRES/BALLOTS

The Problem Context

The publication explosion, the compelling need for access to
information, and rapid library growth are not unique to Stanford
University. At Stanford, a commitment has been made to deal with the
information problems of the university by improving library service
and developing a campus based bibliographic retrieval system. Using
the tools of computing technology and library systems analysis,
computer specialists have joined with librarians and behavioral
scientists in exploring the problems and creating the systems to meet
the bibliographic requirements of a major university community.

Library automation requires a major system development effort and
sir&able expenditures for computer equipment. Computerized
information storage and retrieval requires an equally large invest-
ment in hardware and software. Both efforts have common conceptual
problems in such areas as bibliographic file organization and online
searching. Each effort derives benefits from the other.
Bibliographic files created in the process of library automation are
available for general ized retrieval uses, and complex retrieval
routines are available for search of library bibliographic files

SPIRES/BALLOTS Project

At Stanford, two major projects have been working jointly on

library automation and information retrieval since 1968. One is

BALLOTS (Bibliographic Automation of Large Library Operations on a
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Time-sharing System), funded by the Office of Education and the other
is SPIRES (Stanford Physics Information REtrieval System--informally
known as the Stanford Public Information REtrieval System), funded by
the National Science Foundation. The purpose of this collaboration is
to create the common software required to support both the BALLOTS
and the SPIRES applications. The joint effort is overseen by the
SPIRES/BALLOTS Executive Committee chaired by Professor Willlam F.
Miller, Vice-President for Research.

The Stanford project structure and-system development philosophy
reflect the common uses and individual needs of both BALLOTS and
SPIRES. The concept of shared facilities refers to the system
software and hardware designed to service both the BALLOTS applicaton
and the SPIRES application. Examples are, an on-line text editor and
a computer terminal handler. Both are shared software facilities
which can service bibliographic input and specialized research
files. Computer hardware such as a central processing unit or direct
access devices (allowing shared files) are examples of shared hardware
facilities. Combining resources in this system development effort
reduces the cost of creating common facilities and provides a pool of
skilled manpower resources for each area.

BALLOTS | and SPIRES |

In 1967 the Stanford University Libraries and the Institute for
Communication Research began research projects with funds from the
Office of Education (BALLOTS) and the National Science Foundation
(SPIRES) respectively. In 1968 the shared perspective and close
collaboration of these two projects was formal ized by placing them
under the SPIRES/BALLOTS Executive Committee.
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Stanford University was an appropriate setting to initiate
research and development in bibl iographic retrieval. Interest in
automation was strong in all areas of the Stanford University
Libraries and especially with its Director (then Associate Director),
David C. Weber, and Assistant Director for Bibl iographic Operations,
Allen B, Veaner. The library had achieved during 1964-66 a remarkably
successful computer produced book catalog for the J. Henry Meyer
(Undergraduate) Library. Professor Edwin B. Parker and his colleagues
at the Institute for Communication Research were already applying to
computer systems the behavioral SCience analysis which had previously

been applied to print, film and television media. The Stanford Campus

Facility had an IBM 360 model 67 computer, a locally developed time
sharing system and a first rate programming staff associated with one
of the nation’s leading Computer Science departments. A close working
relationship between the University Libraries, the Computation Center,
and the Institute for Communication Research was the firm foundation
for research and development.

The project software development group applied itself to writing
programs necessary for bibl iographic retrieval. In the Library, an
analysis and design group worked closely with the library staff in
studying library processes and defining requirements. This joint
effort created a prototype system which could be used in the main
library and by Stanford faculty and -students, primarily high energy
physicists.

In early 1969, two prototype applications were activated using the
jointly developed systems software; an acquisition system was

established in the Main Library (BALLOTS I) and a bibliographic
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retrieval system (SPIRES 1) was established for a group of High Energy
Physicists.

Centralized management of library input was handled by two newly
created departments, Data Preparation and Data Control,; In the
1i brary, several terminals were installed for on-line searching. An
on-line In Process File was created consisting of 30% of the Roman
alphabet acquisition material ordered by the library. On-line
searching was conducted daily during regular library hours by a
special ly trained staff. This prototype system operated during most ,
of 1969, demonstrated the technical feasibility of the combined
proj ect goal s. It was studied and evaluated by the lirary systems and
programming staffs. The human, economic, and technical requirements
of a library bibliographic retrieval system were considered.

At the Stanford Linear Accelerator Center (SLAC) Library a file
of preprints in high energy physics was created using SPIRES I. This
file is still active. Records of new preprints are added weekl y, and
a note is made of any preprint that is published. Input is via an IBM
2741 typewriter terminal in the SLAC Library. The preprint file
contains approximately 6500 documents, including all the high energy
physics preprints received in the SLAC Library for a period from March
1968 to the present. input and update is done by regular library
staff at SLAC. Searching is possible by author, title, date and
citation.- “Preprints in Particles and Fields” a weekly listing of
preprints is produced from SPIRES I. It is now supported partially by
subscriptions after an initial period of support by the Division of

Particles and Fields of the American Physical Society.
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BALLOTS lland SPIRES Il: System Development

The result of operating the prototype applications (BALLOTS | and
SPIRES 1) was encouraging, particularly with respect to the advantages
of utilizing common software. Feasibility and usefulness were
clearly established and a wealth of knowledge was gained under actual
operating conditions. The joining of library and retrieval
appl icat ion areas served by Shared Facilities (hardware and software)
was shown to be a rewarding approach.

BALLOTS 1 and SPIRES i resulted from a development process in
wh ich user requ i rements were analyzed, programs written and tested,
and protoyptes created and evaluated. Librarians, behavioral
scientists, 1 ibrary systems special ists and computer special ists
col laborated over an extended period of time. The development process
which produced the successful prototype system was a major milestone.
The outcome was the definition of a production bibliographic retrieval
system with distinctive hardware and software requirements.

The creation of a production system for library automation
(BALLOTS 1) and general ized information storage and retrieval (SPIRES
11) requires the continuation of a comprehensive System Development
Process. This process is a framework within which tasks are defined,
assigned and coordinated. The System Development Process for the
creation of BALLOTS Il and SPIRES Il has six phases:

Phase A: Preliminary Analysis
Phase B: Detailed Analysis
Phase

General Des ign

Phase

C

Phase D: Detailed Design
E Implementation
F

Phase Installation
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Phase F: Installation

Preliminary Analysis involves the definition of goals, description
of the user environment, analysis of the existing system, selection of
the system scope and establishment of gross technical feasibility of
the selected f i rst implementation scope. These factors are stated in
detail in a System Scope Document which is the main output of the
Preliminary Analysis Phase.

Detailed Analysis enumerates minutely the requirements to be met
by the manual -automated system. (1) Performance requirements are
stated quantitatively, including response time, hours of on-line
accessibility, allowable mean failure time, maximum allowable recovery
time and similar factors. (2) Record input/output is determined in
terms of volume, growth, and fluctuations. Timing considerations for
batch input/output are determined in order to plan for scheduling
requirements. (3) All input/output document formats are determined on
a character by character basis. (4) Rules transforming input data
elements into output data elements are formulated and tabulated, and
(5) the upper bounds of development and operating costs are
establ i shed.

Genera-l Design encompasses both system externals (procedures,
training, reorganization, etc.) and system internal s (alternat i ve
hardware and software solutions to the stated requirements). An
overall software-hardware configuration is selected and expressed in a
General Design Document.

Detailed Design completes the internal and external design,
creates implementation and testing plans, and provides programming

specifications. These are incorporated in a Detailed Design Document.
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In the installation Phase, training of all personnel is completed,
fi les are converted and, after a time of parallel operation with the
manual sys tern, a changeover is made to the automated system.
Performance statistics are collected and a support plan and project
history are written.

Each phase description has been necessarily abbreviated. Not all
activities or outputs have been described. Some of the phase
activities overlap and feed back to redefine previous activities. A
"Wishbook" which has been maintained through all phases is put in
final form in the Installation Phase. The “Wishbook” is very
important since it represents the link to successive development
iterations. It contains information on capabilities, services and
operational characteristics the desirability of which became apparent
during the development process but which could not be included because
of time, cost or technical constraints. The Wishbook also contains
information on internal (programming or hardware) and external (user
or procedural) operational deficiencies determined after the system
has been running for some period of time. This information will be
considered in designing new portions and will aid in the overall
improvement of the system.

This statement of the System Development Process guides
SPIRES/BALLOTS Il development from the definition of goals to the
installation of a fully operational system.

BALLOTS | | and SPIRES | | : Goals

The project goals are presented as they relate to Library

Automation (BALLOTS), Generalized Information Storage and Retrieval

(SPIRES), and Shared Facilities. These goals are interrelated. The
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goals of Shared Facilities (hardware and software) suport and serve
the goals of BALLOTS and SPIRES.
BALLOTS

As the major information center of a large academic institution,
the library must respond effectively and economically to the
university community. The library is a complex combination of people
and machines providing the major bibliographic resources of the
university to students and faculty. It reflects the needs and
priori ti'es of a changing university environment. The university
library is also part of a larger network of information sources which
includes other research libraries, The Library of Congress and
specialized information storage agencies.

The essential goals of BALLOTS are expressed in a library system
(both the manual and automated protions) which is: USER RESPONSIVE.
It adapts to the changing bibliographic requirements of diverse user
groups within the university community. COST COMPETITIVE. It
provides fast, efficient internal processing of increasing volumes of
processing transactions. SYSTEM OPTIMIZED. It is not an attempt to
automate protions of the existing manual system. It is based on the
actual operating requirements of library processing and is not
dependent on the exi sting procedura 1, organizational or physical
setting. PERFORMANCE OR | ENTED., It provides the library and
university administration with data which are useful for the
measurement of internal processing performance and user satisfaction.
FLEXIBILITY. It has the capability for expansion to embrace a broader
range of services and a wider group of users. It will be able to link
up and serve other information systems and effectively use national

data sources.
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These goals wi 11 he expressed in specific capabilities which will
(among other things): minimize manual fi 1 ing, el iminate many
clerical tasks now performed by professionals, and provide user
suggestion mechanisms. The effect of these computer capabil i ties wi 11
be: to drastically reduce errors associated with manual sorting,
typing and hand transcription; to speed the flow of material through
library processing; to aid book selection by providing fast access to
central machine files; and to enable librarians to advise a patron of
the exact status of a work about which he inquiries. In summary,
responsiveness to 1 i brary users, efficiency of operation,
optimization, performance monitoring and flexibility for future
improvement, are the essential goals of library automation.

SPIRES

The SPIRES generalized information storage and retrieval system
wi 11 support the research and teaching activities of the library,
faculty, students, and staff. Each user wi 11 have the capabi 1 ity of
defining his requirements in a way which automatically tailors the
system response to his individual needs. The creation of such a
system is a major activity involving the study of users, source data,
record structure, -file organization-and considerable experimentation
with facilities. The SPIRES system will be characterized by
flexibility, generality and ease of use. The goals of SPIRES in
specific areas are as follows: DATA SOURCE AND CONTENT. A general ized
information storage and retrieval capability will store bibliographic,
scientific, administrative and other types of records in machine
readable form. Collections will range from large public files

converted from centrally produced machine-readable data to
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medium-small files created from user generated input (faculty, student
files). SEARCH FACILITIES. It will provide the capability for
searching files: interactively (on-line) via a computer terminal, on
a batch basis by grouping requests and submitting on a regular
schedule or on a standing request basis in which a search query is
routinely passed against certain files at specified intervals.
FEEDBACK. Reports on the use frequency of various system elements
wi 11 be provided. This will include statistical analyses of user
difficulties and system errors. RECORD MODIFICATION. Update and edit
capability will be provided on a batch basis or on-line; and options
for update wi 11 be at the level of record, data element and character
string within data element. COSTS AND CUSTOMERS. The cost of these
services should be sufficiently low for a wide range of customers to
cost justify their use of the system. The variety of services should
be sufficiently great to encourage a growing body of users. Costs and
services must be related at various levels to permit users to select
the type of service which meets their needs within the limits of their
economic resources.
BALLOTS and SPIRES Shared Facilities

Shared facilities are software and hardware designhed to provide
concurrent service to BALLOTS and SPIRES applications. Since the
sharing of such resources represents a substantial savings to all
appl ications served, maximum attention will be given to the sharing
concept. Whenever possible, advantage will be taken of economies
gained by providing major facilities for multiple applications.
HARDWARE. The hardware environment will provde reliable, economical,

and flexible support to those applications residing within it.
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SOFTWARE. The software, which will consist of an operating system, an
on-line executive program, a terminal handler, a text editor, and many
other facilities, will be jointly used by various applications.
GENERALITY/EXPANDABILITY. The shared facilities will be designed to
allow growth of the current applications as well as to allow the
addition of new applications to Shared Facilities without modification
to previous applications.

TOWARD AN INFORMATION FACt CITY

The operational environment for SPIRES/BALLOTS has implications
beyond bibliographic retrieval and library automation applications.
There is a growing need for computer and other information retrieval
services in support of socially significant research. Such research
is being conducted, for example, in the developing fields of ecology
and- urban studies.

Several capabilities and services are required. Data Banks of
bibliographic and other information are needed for studies which draw
upon several disciplines. Strong disciplinary information systems
(e.g., psychology) and centralized national systems (e.g., ERIC)
produce large amounts of data on magnetic tapes. In addition, data is
generated by local research, at Stanford and at nearby centers. An
Information Facility with large scale storage equipment and
sophisticated program capabilities can create and maintain data banks
derived from several input sources.

Data selected from large machine-readable files can be subjected
to further computer processing. Programs that perform mathematical or
statistical analysis can be used to produce evidence for a problem

solution which may not have been considered when the data was first

182



gathered. Fresh insights can often be obtained without the necessity
of generating large amounts of new data. Similarly, new data can be

added to an existing file and up-to-date analyses performed to confirm
or extend the conclusions of previous studies.

In addition to the large amounts of information in machine-
readable form, even larger amounts are now available in microforms.
Thi s includes, microfiche,mi crocards, and microfilm. Computer
generated on-l ine indexes to massive microform files are a form of
information retrieval that an | nformation Facility can provide.

In social research there is an increasing premium placed on
providing information fast and at the site of research, often beyond
the university campus. A computer Information Facility can meet these
time and distance requirements. Remote terminals in a nearby city can
access a Stanford computer. Direct access storage devices operating
with time sharing software can provide immediate interactive response.
Stanford has several years experience in operating a multi-user
interactive system.

An Information Facility based on SPIRES and BALLOTS combines
production operating characteristics and sophisticated search and
retrieval- capabi 1 i ties. Rel iabi 1 i ty, security, fast recovery, and
cost acceptability are required to support library and administrative
operations. Ease of use by people with non-technical backgrounds
(faculty or students) and extensive search request capabilities are
needed by the SPIRES users. Through a combined facility, librarians

wi 11 be able to use one or more search programs and a researcher wi 11
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be able to access library files. Both of these activities can be
carried out simultaneously from different locations. Common software
such as a terminal handler serves all user groups.

In a sense, a comprehensive Information Facility is an ‘extended
11 brary.” The boundaries of this library are not physical walls but
the telecommunication limits of the facility terminals. A researcher
wi 11 not need to go to the library catalog to search for material, the
“catalog" will be as close as a terminal.

Such an Information Facility will be used by several major user
groups. These groups include not only librarians and university
administrative personnel but also researchers at Stanford and in
nearby locations. In the past, and even now, no one of these user
groups could afford to have a computer facility devoted to its own
information needs. By creating an Information Facility designed to
serve the daily operational needs of the university and the special
information needs of various research groups, computerized information

services can be offered at a favorable cost-benefit ratio.
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