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Rgeognltion Of Conmtinyous Speech: Seamentation and Classification yUsing
Sigmature Tan|e Adaptation,

Dy

R.B.Thosar

1,2 Introductory

A very thorouih study into t he prosiams of
speech~tnderstanding systems nas been reported by Newel| at, a .[11].
Theycons i der a variety of task and speaker dependent reguirements
for sUch a system, In the past two yearlrs, severa| nodels for
speech-understiandi n-j systems and. thaeir implementaions have been
reportedrz,3,41, These 710dels view the soeech=understanding orocess
in its totality: the u3e of all the knowledge, roughly categorlized as
the atousties, syntax and Semantics of the language (or speaker) and
the specific task under <consideration,

This report d08s not concern itself With a total system, It
dea|s with the rgpresentation problem in the acoustic domain,
indedPencent of the +task but Aithoutloosing sight of tha fact t hat
eventual ly it nus v feed into, and 98t feed-back from a general
natural tanguage understiandi ng system

Wedes!rs a representation of 8peech signal which {sim Scme
sens® optimum for subsequent analysis: say syliabification using
shoro{O0gical constraints in firs® instance which in turn may D® used
as input (with grrors) to an interactive natura I language

understancding sysztem,

The representation souadnt in NIT in terms of a |inear string
of SvMbols(phonemic/phonetic or even sub-phonetic), but in terms of
"feratufes™ wWhicha r enon=nutually~exclusive, Tha representation s
thus afeature™agrapgh” in whichtic¢fedtutes Overlap and the overiaps

are n2t constrained by- a cre-def i ned refationship between t he
features,

Thisrepresentati on Is favored despite the obvious compiexity
hecauss we feel *-at¢ jt is unrealistic to axpect segmants of t he
sigral to fall into nice, clear-cu® Phonetic or Sub-phonetic slots
when the h fgn context sensitivity of not on|y the transitional! sounds
3iaulds  and gl ides [5] but also the rajatively stationary vowals(é]

ana fricatives [7] is Xxnown to exist, Thi s is true for & single
Speaxer, sc when tu: tig!| icity of Speakars is considered the situation
is much worse, Furinar, we are stil !l far avay from Using another

source of knocajedze: tnainter-phonamic dynamics introduced Dy the
articulacory constraints of the wvocal mechani sm, Whick are not
"regdndant”, at least for human speech perceotion,
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This apprgagh s related to the hyperphoneme clustering
sugzestea by Astrahan[f] but differs in one crucial aspect. The set
of hyperphones are mutually exclusive snd hence result in a linear,
ron-overiappinyseGuence of =seamants, The model described py Reddy[2]
Uses a fmoregeneral two=-lsve|Segmentationwherevoiced/unvoiced ond
fricated/non=-fricated dichotomy disambiguats firstieve| clusterinag
similar to Astrahan’s, However we use a generalized concept of
feature where the feature set is used both for "segmentation" and
labelllrg, Thus we dg not consider seamentation and classification
astodistinct steps in the recognition Process,

This concspt of feature necessarily I mMp3sSas anot her
corcition, Jjt can not te a dichotomous decision whether a feature 'is
cresent or absent, The presence of a feature 1is associated With a
conflidence figure: the propability of that featurebeingpresent when
speciflc input sicrayl is Jiven, Thus ifthe value of probability ls
sigrificart in arejative sense thenitis"present", O r |f it is

higher than a oprosing festurs (as reauested by syntax, say) then we
ray Say that the featyre 15 prresent,

lhgp cf an adaptive classifier is not essential t o this
aperoach per se, kowever i t does free one from mking many a ad hoc
ceci®ior when huildingaciass!ifier.Also it has a clear advantage in
an ©evojlving syster, We need not make aprijori decisions as to the
speakel invariance sftihe paraneters measured of the set of f satures
adopted in an implemen+*ation, Clearly there is an upper|{imittothe
range speaker depangent variations a classifier would tolerate, An
acdaptive systeit carm be mogified to meetthese variations wWitheout
mFaJOP chanjes in thg decision methodology.

In view of above discussion a set of generai requirements for
2 recod9nition system may be summarized as fol |ows.

1) 1t is "potentially" capabie of extracting al 1 t he
information contajimed in  the signal, Stationary as well as

nen=Stationary.Context independent as ~ell as context dependent.(The
co~afticulation stu-digs: "hmar({s), show that the two dichotomies are
not recessarijiy identical),

2) The symbolijc informatlion that is extracted, el ther as
sincle feature=progerty, or combinations thereoff, must have a
conf iderce level aSsociatediwith it, Tnis seens necessary to cut down
the c¢oOrbinetorics though not essential conceptually, because any
corplete system wouid eventualtly recover from an error,

3) It sroulcg pe capable of generating an estimate as t0 a
aiven rpiece of <signal| Havirng certain property: a verification
carability as opposed tc 1) above, when the Context f(at any level in
the acousti ¢~ syntactic=-serantic soup) has high expectation Of x
belne Y, put the acolstic input interprets jtdifferent|y.
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and 4) Itshoulog be adaptive,

The three requirements above are probably satisfvable by most
acoustic systems, Put whern we consider the fact that a speech
comrunicaticn sSystem would be nost useful when 1t accepts many
speakers, sorne form of speaker adaptation, preferably not startina
from scratch fcr eagh newcomer, seems desirable,

In the fol lowing sections we outline a system Which satisfies
BbOve requijrenents, The present system exists more as a |00Saly
organrized cojlecticn of pregrams, The stress has been on showir_wg _the
feaslbliity reather +han ~orking towards a computational||y efficlient
and hence Dbasical|ly rigi¢ code, The next section is devoted to the
geScriPtion of the general specifications, capabilities and the bullt

in conStraints Of theexisting programs, The following section
discusSSes the reasonine behlna the choice of t he sub-Phone &
ejerents and their aSsoOciated distinctive features, Experiments
performed Uusirg a set of sentences provided by the ARPA data base
which demonstrate the capabilities of the system are given In the

fast section,

1,1 Systen opecifications

T ey e W e o W . Oy = WY e

Thi s Section SunNmarizes t he specifications and t he
cnnstyajints operative on the current System, However, Aat several
piaceés we point out th2 cenerality and extendebi Ity of the system
where ever it may ncgt be obkvious from the very broad View taken in

the Introduction,

1) The agougtic inpu%t is samnled at 20 KHz, The parametric
spac® i3 created bty takinyzS6 sanmnp le FFTs which are overlapped 128
sarples, 19perzmeters(formantsand such) are extracted from each

FFT, scaled and cuantized To 6-bits, Table 1 describes the set of
parameters, For detaj |es se2 [91., Thus the only acoustic [nformation
rotaineg is tThe crdered set of 29~-dimensional vectors, cach taken
every €,4 msec,

These taranrneters are rot tne "best", nor are they sufficient.
Piteh i nfoermetion and Pitch synchronous anal ysis would provide
better, =moreconsijstentser of parameters, The inverse filtering
techridLe(1] or =n ecuivalent one would provide much better formant
information &a$S ¢ompared to the simple peak-picking wused at present.



’) The system uperates in a stationary world, No attenpt has
beer: mace to extract ;nformation from the non-stationary Darts of the
sjgnal airectly or fron the reuuced parametric representation in 1)
apove, The knowledae cf what to look for is fairly extensive= from
tha speech synthesis, perception and analysis experinents 7nclud'ing
the cto~articujation analystis, The main Problem of whereto look, i.,e.
the necess | ty of apriori 2guentatlon is nore or less obviated by
fgedeback from the first order Segmentaticon: <the primary results
oresented | n  this paper, The main reason for this lack ig that the
"classificatlon" box uysa¢ in this system is basically a
nrokabl|istie, trainable classifier and hence needs a large sample to
Procuce reliable results, it is an OPen question whet her a simpler
classifier would suffice at tnis stage in the recognition process or
the very figh context=sensitivness would mmke a probabilistic
decision nore attractive,

3) The adaptation process is totally supervised. Each
training sample is (apeled as one of a set of phones{which includes
NULL for non=~statiopary and undecidable sections). A phone however,
is used «3 & convenient way %o Jefine a set of distinctive features

and the |ingulstic-phonezic conotations of the synmbol used to
represent z [Pl 0st  are more of A convenience than having any
conceptyal relation, Cudr experlence so for encourages us to believe
that eVen wWithout any ex%ensive Syntactic SUPport, it wWouyld be 8asy
to bootstrap Ire systen, at least for a single speaker for ajl the

features and for higher level features (eg which decide ‘between the
set o f FRONT YOwfls) for multlpie speakars, The second factor my be
mofa important {in a jarger, non-stationary environnment where _the
speaker habits(sugh as nasalizing certain vowels in specifice
contexts) may be crugial even with all the syntactic, semantiec
support,

4y All *he analysis shownintheresults has been obtainedby
Processing the input instrictly feft to right fashion andwith a set
Of confidence iini+ts on @ach feature bheing pre~defined, The multicle
sets of resud|ts on *the s527¢ sentence d2monstrates the fact the system
can also be uysed in trnn "veri flcation” node where the Probability (in
the worst case the aprioriy of a feature being present in a Specific
region of tha ‘nput can ne ahstracted from the system

2,2 System Dascription

T o B oy - o W o W e

lie would |lixke to stress at the outset that t he specific set
of phonss, features and tanvles described further on are not
Narq=wire4 Inta Zhe nrograms nor in OUFf minds, The programs used %o
creatla, lsara ana  intsarora:te the signature table set up described
Negrgin are gaveloped for exploratory research and henge are Verlry
gengral,

- (4)



Tab 132 2 3ivesthe Ilist of phones and the featuras associated

with then, The onones ars defined wlth the statfonarity of the
classification process in nind., (wWwe adaptt o input over a long range
learning s9ssion, but for interpretation of a specific input the

ciassifiar 4oas 10t dynamically adapt),

Thus 1m0st of the c¢antinuents (vowels,fricatives atc,) which
are inherently stationary =zPpear With wunaltered phonemic labei. The
nasals show a fajr|y consistent formant Structure over the closure
i nterva ] thod3ah They tend to die out in anplitude in time. S0 the
nasals are included thoudh they are not stationaryinthesignal
Procassing sense,

The glides (w,y) and their fricated counterparts (v,2) are
incivded mostiy feor the segnentation purposes: we would |ike to
locate the sections 0f tne Sicnal that are weaker than vowelS but
stronger than vaoiced sStopns. The liquids (l,r) are somewhat more
stationary, in some specgific occdrrences(they are undeniabhly context
sensltiva) and thers is a fair chance that they might be
segm8ntaed(|imoed wit? 3] ldesand 1asals) and also lend themse|ves to
ciassifijcation for thosenccurrences,

The Stops, affricates and dipthongs are combinations of
pPhones and "“ence& do not appear at al 1 The voiced stop g2pS  are
defimed a s VS, The oursts, particularly the stronglvaspirated
(pstsk) cananot be spegtrailly distinguished (remember, We are ina 6,4
msec cCcross=secltinn) fro-1 their fricative cognates (fisS,sh),butare
incliudecd to make the jigclanted lecarning labeled information a Ilittie
ciosert o a pPhonetic transcription, Torepeat, aphonemerely makes
fteasler tn jefina a set of features or a bundle of features, so to
say, HOwaver, tha fgature set i smorelimportantfor bothsegmentation
and¢lassification,

A1 thoughthe features araclearly "bound” as a hierarchy by
the cafinition of pPronmes (fthera is no way to define anasal‘fzeﬂdvowei
in the presant set except uY addition ofextra Symbols), the featuyre
(gacgh) is Treated independently of others during the Interpretive
ohace, Thus even |f the system was naver shown a nasalized vowel. the
feature NASAL may snow up inparallel with a VOWEL (if nasalization
i sisafreg approprijately and is strong enough in the Specific
nasalized wvowel) op can ne "varified" using a lowerconfidence leval
interpretation for thesegnent ifdemandedby other consfderatfons.

NOoW considepr the sst of features in this table, The features
VOICED., FRIC, STQP, and¢ VOIFRI are intended for obtaining a

prelimirary segmentation: based on energy considerations in the
spectlrur, That they Are not mutually exclusive I8 clear from the fact
that "VS"” the voiced stop Is included with "sI", whieh indicates

stop~gaps Aand si|enca, TNiS avoides confusion between Strong voicing
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and weak voicing, A cleanar set MAight be obtained by measuring one
more DPuramater, the gitch, if it cam pe reliably obtalned for voiced
stops, or bypostpoming the decisionuntil after the voiced/un=voiced
nature of the STJP found must bs resolved, The same app|ies Lo the
feature vOIFRI,

The voiced category of sounds {S the most Prolific |n speech.
The features VOWgL, NASGLI(for nasal or gl!ide) and NASAL are, u4Sed to
suoglvice the voiced streches of speech, again With no regard to the
spectral detall The faature NASAL i s supposed to detect
nasalization, But this featur2 is adapted to nasal stops whare there
is no oral outnut, For nasalilzad vowels and other sounds, the nasal
pole=zero prosition and cthar nasalization effects(Fant[11]) depend on

tne oral shape and thz dajree of nasal coupling, As we shal lindicate
later, cur results do show overlap between VOJELand NASAL feature
sets, but it isdjfficult to assert that the feature |s detectinag

nasality and not meretyresponding to a weakened vowel,

Tahle 3shows the particular paramaters used to deteect above
features, [t shouid be "oted that only the anplitude bPparameters are
usec ub 1o this noint, Tha reason is tmat for these broard classes the
variatlon anc/or stationarity intermsof energies iS more important
thar the freaquency peaks, Thusifwe were to use format position to
detect aVOdZlL the parameter would cover most of its range of values,
At best it would produce a uni form distribution anc contribute
nothlne or, rore|ixkely,it would a3d noise by creatingclusters for

thevowais vith rnign freauency 9f occurrence and thereby weaken the

VCWEL feature for others,

The three fegturas FRONT, *ID and BACK attenpt to divide the
frequency range in three reyions, The choice of thrae is orimarily
due to tha traditional classification and that in the frequency
¢orain the %three voyefs /i/,/a/ and /u/ form three extrema, Howaver,
our resuits show more confusionpeiween the MID and BACK,probably
Jue %o tne vowel| s O U and the schwa AS, It mmy be advantageous to
Break-ug the MID=-RACK sSet into three, Thus having four featuresto
de |l jmrezata the vOoicaeg sounds. Again, as we are not looking for a
rytually~-exclusive set of-features, it does no harm |f certain Sounds
grefourc as both MID and HACK, Only further interpretation becones a
tittle more aifficult,

The features F/Ps 3/T awl &H/K are implied by thier names, It
snows trst in the present stationary classification state, we could
rot aistingul sk satween thY frication in the Dburst iron the
correspcnding fricative,

.0MGand STEADY are features intended for classification of &
Specific vowe |, ilso, these are the only non-redundant features as
thejr apbsance carr iss the same information as their presence. in the
reSufts given in %tais report these co not figure prominentiy for two

- (6)



main reasons: 1) they rangde over all the vowe|s and hence would have
ead distrioution in the frequency dommin and 2) the tote|"|earning”

for theése features | S necessarily small in comparison with other
features, These features have beenincluded asanaidto further
Prucessing, Thus {t wWould 53 more meaningful tc oprocesSa n

"averaded”" vowei vecgtor after initial segmentation to give mere
reliable estimate of LONG and STLADY features,

2,1 System Implerentation

The theoregtical founaation and certain implementation details
regardlrc *he signature table adaptation are given in [12], The
hierarchy of tables (Table 3) cenerates a probabilitysurfacein the
input oparanater spage «which is conditional to the learnt feature.
Thus, the table called by ~nemonic label VOICED has as its output

Nn(AVE,HPE,LPE|VOICED? [1)

where AVE,HP" andLPE are thelnputrarameters,Thetw o inputsAVEand
HPEL are repmated attheearliest stage (table VOI1l) in orger to have
exp|lci%t fivavarjasle space, thesameas f o r other features (8.9.
NASGLI), These repeated inputs are clearly redundant for thijs feature
and ar@ included to aynijdscaling preblems that arise as a resylt of
having unsaual number of inputs. This is true particular|y when the
amount of learning information §s scanty in comparison with the Size
of the feature Space, 2+(3#5),32% in this case,

w2 wvish to find the postirior!l probability of a feature F
gjven th= specific imput vactor X,

P(F|X) = P(XIF)*P(F)/P(X) £23
where F(F) is tne agriori probapolility cf the feature F anec P{X) is
the unconditional probabltiity of X, In the presentsystemP(F)is
computeg using only the information aquired during the iearning
ohasé, Thus it §s given bty the ratio of count this feature was
specifled to the total count over ail the features, Cleariy, these
rropabljities snoujd also be aoalified to some extent by the known
aprier! distribution of the features for t he language under

conslideration,

The unconditional orcbability P(X)is obtainmedindirectly.

The eohopne-featurerelationsnip (Table2) indicates that the featiures
vglceD, FRIC, vQIFRY and STOP are mutually exclusive and totailly
exhaustive, Therefcre,

POVOICEC i X)+P(FRIC|X)+P(VOIFRI|X)+P(STOP|X) = 1, L31

(7)
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This cOrstralint useg in conjunctionwithea,2gives a n estimate of
P(X),

This method of obtaining the postirioriprobabilitiasallows
us to treat &ali othner features which do not figure in GQ.SJ
i ndasePpendent |y of each ot her: one of the main advantages of this

appreach strassed in the introductory section,

2,2 Impjiementation of Counters

T TP e e Ot W S P G e Wy W e ey S ey W we e

The featurg probabilities obtained in the sectionaboveare
for a 'nput rarameter vectsr X, which represents a short time Slice
of 6,4 msec,, and are conpletely independent of thé time context,
whereas, soms featuras, Particular|y those related to vowel s and
fricatives &re stationarv over fairly ecxtended time segments, This
fact s used to improve the probability estimate at a timegsayT, by
JUsin@ the compoundprobability:

pCFEY ) = plFIX Yup (F|X YR, L4
T (T=-1) (T=2)

where (T-N) represepts a delay of N units,

In order to reduce the number ¢f pre=as8signed threshold
values that nust be specifled to the ©orogram, the same value of this
delay is useda for all the features except the inharently
non-statijonary feaﬁures (NASAL,NASGLI,VOIFRI) for which a delay vafue
reduced by On9 unit is used,

"Courter" ig the device used to detect "presence" of a feature

Using thesecompoung probarility estimates, A feature counter S
trigCered when the prohabij | ity for t hat feature exceedss a
rre-specified value, and remains high for several consecutive time
vrnits, Accicental dropouts or spikes are elimnated by using time

rysterisis, £ counter thus reports the onset time, the duration for
wnich tne featurewas present and the average probabilityvajueover

the ovuratrion,

Clearly, there iS no "optimum™ value of nrobabi lity that can
re 3%et as the tmregshola for a2 counter. It wWould depend on the
rurpose for vhi ch the outputs are to te used and Ofcourse, the
organiZation of the program whose taskisto asslgn interpretation t o
it, Sinfrcethis regort deals exclusively with demonstration ¢f the
rerformance and CaPabiiities o¢f this approach, we Shel] oresent
results using tdentical incut and Varying the threshoid and the delay
parareters,

(8)



It is not necessary to specify a separate threshold for sagh
feature., The confidence witn whijch a feature may be detected s
clearly rejated tg the amount of learning for that feature: its
apriori probability,

The actual thresholds used far each Counter are thus obtaimed
bymuitiolying its apriori Probability by a global confidence figure,
whichls specified as a percentage, ranging from 1 to 100, In some
"bag¢" ceses where the prohkability distribution {s§ biased because the
feature is specifieg for unrelated phone sub-sets (e.q. LONG and
STEADY), the threshold figure may be arbitrarily chosen,

3,2 Resylts of Experimants

Al el R I I R I I e T K

The results given In this report are based on 26 utterances
which were useo as the data bass at a speech Segnentat iom workshop
helo at the Carnegie~Mejlon University in July, 1973,

The utterances are listed in Table 4, The sangencesare
givided in two sets of 13 sentences each; those with a "s#" foliowing
the ldertificaticn ape| are used for the training and the rest for a
9rossS evaluation of the system,

l'etailed reguits are given for utterance 19 to show the

_cons!stency of the featurs set, The word "Tower" occures three times
inthis sentence ang has bsen used five times 1In the fraining
phase(sentences 25 angd 26),

Figs2 giveg the waveform of wutterance 19. The vertical lines
are spaced 6.4 msec, intervals., Table 5 shows the phone Tnformation

asseciated with this uJlterance and the starting and the ending
segrent mumber for eac" pnone, This association 1S dune at present by
visual inspectlion of the waveform and is rather conservativesince

thecjlzssifler operates in a stationary domin,

Table 6 Shows %he counter out puts obtained when t he
corfiderce threshold is set to 87 and the delay paraneter is 3, This
combination btiases the result towards nigher probability and greater
stationarity, Fig, 2 shows a graphic representation of these counter
outputs and &|s0o the positlion of the Phone string(Pony) associated
with It, The necessary compression of thecdata may cause a relative
shift bgtw2en the fgatures, sul the error is not more than 1
character on either side,

It ~ay DbenpgtedthatthefeaturesVQICED and STOPare f ound
With nlgn reliability, Even when tne friction in the first t=burst
(seg. £2-94) is missed conrlately, itis not suhstituted bv any other
feature, Other t-bursts are also rather sketchy, Qn the ot her hand

(9)



the "s" at the end of tnhe sentance(TowerClisdefinitelynpicked up
as a fricative andalsoldentified as a S/ T,

The feature VOWEL shows an interesting pattern, Mbs t vowe|s

indicate fair to high confidence, But note the vowel AA in the second
cccurreprce of Tower(sedgd, 289=-296) which is shorter in duration{anyway
It is a part of a dipthong) and weaker than others, The graphin
Fig,2 Shows It as Drokenin two sections and has low Prosability.

Going Astep further W€ can see that for all the vowels in
thie utterance the sun-classes FRONT and MID are identified
correctly, Trme Intervening ylide"w" inthe word Tower 18 definedto

be a BACK (Table 2), and this feature does not show upat all,

Fic.3shows the graphic representation of the same utterance,
analyzed with confidence level set to 6@ and the time delayat2, A
comparison with Fig,2 Indicates that nore Information, a |ot of which
is redundant Wttt respect to Fi3,2, Is extracted, But the interesting
asrect s tnat now the t-bursts show up as fricatives, though they
are Jincorrectly labe! |ed aseitnhar F/P or SH/K. The likely reason _is
that there aremore InstancesofF andSHint he trainingsetwhich
arecloserto these, rather weakly articulated bursts than the
t-bursts and "s" sounds [n the training set,

The second interestine aspectis that the "w" gl i jes(feature
NASGLI) are more definitively located and also declared as BACK
aloeltwith lower confidence and Mmoreoreaks.

Figures 4 and 5 show the graphicrepresentation for the

utterance 2, Wwitn the confidence figures set to 8@ and 40, and the
delay Parameter set to 3 and 1lrespectively,

Thi s example is intanded to denonstrate another Important

characteristics of thisapproach: the feature set beins mtually
indepengent Juring the analysis phase.

Fig,4 is "clean" in 1The sense that none of %the competing
features (VOICED,FRIC,STORP), (VOWEL,NASGLI) and (VOWEL,NASAL) show
any ovarlan, Whareas infiv,> the vows| EE (tine 2,5 sac) has the

features VOWEL and NASAL overlapping for nost of its duration, On the
other hand, vowals AL (time 2,65 sec), E (time 1.25 sec.) and AW
(time 1,55 sec) show |Ittie or no overlap with feature NASAL,

From the phone=feature relationship (Table 2) used durTng t he
t raining, i tlsclear that the feature NASAL i8 associated only with
nasal Phones MsN and NG. TheexampleaboveshowS that nasalizatien‘in
vowets can be detegted Without creating an expliclt elass for
nasalizea vowels,

(10)



To repeat, wedonotassert that we have found the way t o
define and detagt vnasalization® in the strict sense O0f the term
This is &an example to substantiate OUWF strategy for Keeping the set
of features independent Of each ot her, and for not wusing nre=-defined
ralationsnips betwegn features as A way to improve recognition and/or
provide a simple ajgoritnm for the Phonetic iabelling Of the
utterance,

Tables 7 and 8 giveagrossevaluationasto how well the
sidnaturetaolesperform #nen the learnt data ftselfiSanalyzad.Tbe
tastingproygram compares %the associated learning information(as in
Tabl® 5) with the output of the counters on &asegmentby segment
oasis,

Table 7 gives the overa] ifiagures for the various features.

The entry "Excess" s the sun of wrong <classification, when the
correct feature is pot found at all and also of other features which
overlar the correct feature, Thus excess S minly a neasure of

senpefabij ity of the competing festures, Table 8 represents t he Same
information with a phore~wisetreakdown, This information 'isgsefull
for l)redefinitiaon of the inptLt parameters and feature relationship
and mor e important, 2) redefinition of the set of features
thense lves, Thus regu|t for vowsi AL inm the Table 8 indicates that it
is classifier! as FRAONT and %ID anout esual number of times,Similarly
EACK vOowe 15 ¢ 0 and o switoh betwsan MID and FACK,

Thisarparent confusion is indicative of the variability of
tna forran% structure of the VvVoweis with context, One my get around
this PpFobtlen by increasind the numper of features: one for cverlap
batw8en FROIT and MID and another for the overiac beitwsen MID and
BACk, A vetter solution mi2ht te to 7isambiguate these confusiens by

1) averagin, inpJdt ovar the vowe| duration and re-interpreting the
resultirc vac tor{amgunts to a local feed-back) and/or 2) postponinag
the decicionunti| % becomes essential, and wusing acoustic and Other

context information,

Table © ¢ives the avarssed results 9on the iearnt data Wwhen
t he confidance threshold is lowered to 60 and the defayv to 2, The
increaSe in ci:nssification rates for the feature NASAL, NASGL]! and
EACkyarmions others, show <inat %ha phones which define these features
are notyarvticular |y statinnary,

Tanles 17 and 11 %ive similar resultis for the uUnseen data.
Sirmitarity of trne phone nreakcown in Table 11, with the onme (n Table
& dc imgicetivae of the colsistency of classification as wvel| as the
certftusior,



4,6 Conclusion

L e

The examp|esin aopove section give a falr idea of the

capabilities and the potentialltly of the present approach towards a
speech recoanitinongsystem, The system satisfies all the requirements
out| inegin the introductory segtion,

At this point we may make a projection as to how %the cresent
system might fit into a full=fledJed recognition system A PpoSSible
strateSy is outlined in a very general way by the following steps,

1) FIND sections of the unknown utterance setting the
confidence parameters "hian",

2) L0 throuagh a Nypothesize=test oprocedure to izentify and
label These sections, Verification can be done on certain sections,
with |oweredconfidenge levels If demanded by the context.

3) ®ASK those sections marked in steps 1) and 2). The
recognition aluoritnm cannot do a better J0D than this!

4) If parts of the Jtterance are left un-interpreted then
lower the confidence parameters, and go to Step 1),

Clearty, the most c¢cruciz| sten 2 apove is depzndent on the

constraintsand the goal| of the recognition schema, One my merejy
Imctude language-spacific ohonological rules at this stage., The
System woul 1 then agcept a wider class of  utterances and progduce a
phonetic transcription., ~her=2a5 a task oriented, !imited vocabulary
system might get away ~ith fewer pnhonological rules and 3till arovide

accentaple results,
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Parareter

Fi1:
Fa:

F3:

AS:

Fpl:

FPa:

first formant
8oeCond formant
thirc formant

F1 amp!itude

F2 ampl| tude

F3amp I 1 tude
fricative poje 1

fricative poja 2

FP1AY Fp1 ampllituqe

FP2A1 FP2 anmnltituce

Fz:
FzZA:
NP
NZ:

NPA:
2

fricative zsro

FZ ampiitude

nasal nole

Rasa | zsro

NP amp|itude

NZ amo|itude

IOw region energy
high region enargy

averails enerqgy

Lower L imit

23
73

2,743

1809

3200

FP1

837

P

25 ’.‘Z

Upner L imit(Hz)]
8¢

2050

322

3229

500

FP2

152¢

NP+52@

459
12800

10280

Tatle 1, lnput Paramaters and Their Ranges,



(9]

< XA TDTNNN T UV MZZ XTI U<O
N VT T, B

0

cc >

M +3 3 X F — 3K OV

N < I

Sianif lcant featurss

VCICED
VOICED
veICeD
VOICED
volICED
VOICED
VOIGeD
VOICED
VOICED
VGICED
VCICED
VOICED
VOICED

VCICED N

veICED
vOIlCED
vOICED
VOICED
VOICED
FRIC
FRIC
FRIC
FRIC
VCIFK]
VOIFE]
VOIFfl]
FRIC
FRIC
FRIC
STOP
STOUP

Tabla 2.

(second cOflumn

VOREL
VOWEL
VOWEL
VOWEL
VOWFL
VOWEL
VOWE L
VONEL
VONEL
VOJEL
Ve

VOANEL

Fsp
S/T
SH/F

FRONT
FRONT
FRONT
FRONT
MID
MIOD
MID
MID
BACK
BACK
RACK
BACK
FRONT
MID
MIC
HACK
BACK
M1D
FRONT

aqives

LONG STEADY
LONG
STEADY

LONG STLADY
LONG

STEADY

LONG STEADY
STEADY

LONG

NaSGLI
NASGLI
NASGLI

The Phone~=Feature relationship used,

the nearest [PA equivalent,

(14)

where possible)
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Nare
Voli
FRI1
VOFRY
ST01
VoW1
GLI1
NAS1
FRN1
M101
BCK1
XFP1
ST1
SHKY
LNGY
STL1q
GAP1
GAP11
Volz
FRIZ
VOFK?2
STCz
VOW2
GLIZ
NAS?
FRNY
MiO2
BCKz
XFPz
St2
SHK¢
LNGZ
STDZ
GAPZ
GAaP2e
Vol3
FRIZ
VOFR3
STO0Z
VOW3
GLIz
NASSH
FRNZ
MID3
BCK3
XFP3
ST3
SHKZ
LNG3
ST0R

TYPE
Pz
re
P2
F2
P2
Pe
P2
Fe
P2
Fe
P2
P2
P2
P2

P2

P2
P2
P2
F2
Fe
P2
P2
P2
P2
P2
P2
P2
P2
P2
P2
P2

=]

P&
P2
P2
pe
P2
R
P2
Pe
P2

Learn

VOICED
FRIC
VOIFR]
STopP
VOWEL
NASGL]
NASAL
FROMT
MIC
BACK
F/p
S/T
SH/K
LCNG
STEADY

VCIcED
FRIC
VOIFR]
STOF
VOWEL
NASGL]
NASAL
FRONT
M10
EACK
Fr/pP
S/T
SH/K
LONG
STEADY

VOICED
FRIC
VOIFR]
SToP
VUWEL
NASGL ]
NASAL
FROWNT
MIn
EACK
F/F
S/T
SH/K
LONG
STEADY

:51 (Contn)

IN1
AVE
AVD
Al
AVE
A3
A3
Al
Al
Al
Al
FP1A
FP1A
FPR1A
Al
Al

VoIl
FRI1
VQFR1
STl
VOl
GLI1
NASZ
FRNY
MIDL
BCK1
XFP1
ST1
SHK1
LNGZ
STD1

voI2
FRIZ
VOFR2
SToe2
V02
GLI2
NASZ
FRMZ
MIND
RZK?2
XFP2
ST?2
SHK2
LNGZ

sToz

IN2
HPE
3

HPE
A2
A2
NZA
A2
A2

FP2A
FP2A
FP2A
1Y)
A2

AVE
AVE
AVE
AVE

MPa
F3
"3
F3
F2Z
FZ
FZ
F3
f-3

HPE
HPE
HPE
HPE
AVE
AVE
AVE
F1

F1

F1

FP2
FP2
FP2
F1

P
o

IN3
AVE
AVE
AVE
AVE
Al
Al
NP A
F3
F3
F3
FZ
FZ
FZ
F3
F3

HPE
HPE
HPE
HPE
AVE
AVE
AVE
Fl
F1
Fl
FP2
FP2
FP2
F1
F1

LPE
LPE
LPE
LPE
LPE
LPE
LPE
F2
F2
F2
FP1
FP1
FP1
Fa
F2

{15)

INa
HPE
HPE
HPE
HPE
AVE
AVE
AVE

F1
Fi
FP2
FP2
FP2
Fi
F1

LPE
LPE
LPE
LPE
LPE
LPE
LPE
F2
F2
F2
FP1
FP1
FP1
F2
F2

ING

IN7



GAP3
GAPZS
VOICED
FRIC
VCIFR]
STOP
VOWEL
NASGLI
NaSAL
FRONT
MID
BACK
F/P
S/T
SH/K
LONG
STEADY

P
P2
Fe
P2
F2
P2
Pz
Pe
b2
P2
P2
P2
P2
F2
Fe
Pe
P2

volce:
FRIC
VOIFHR]
STop
vOWE L
NASGL ]
MASAL
FROMT
MID
HKACK
F/F
S/T
SH/K
LONG
STEADY

Table 3, The

V313
FRIJZ
VOFRZ
STO3
VOWd
GLI3
NAG3
FRINZ
MID3
POK3A
XFR3
ST3
SHK3
LNG3
STR3

Si gnature

LPE
L.PE
LPE
LPE
LPE
L PE
LPE
F2

F2

Fe

FPa
FP1
FP1

F2
F2

Table

(16)

Hierarchy,
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19
20
21
22
23
24
25

26

IDENT

h-"-o

810«
B27
B34
835
836+
B40«
B51+«

D7+

D10

Cyizags
Cvizngp

LS1
.S21
LM3
LM13
WMlds
“Mlg#

LM24 4

RBZ2
RB6
RB7
RB11
RB1i2+
RB16«
RB1G

RB26 %

UTTERANCE

What is the average 4Yranium lead ratlo for the |unar samples?
Do any samples contain troitite?

Do you have any references on payalitic olivine?

Do any samples contain tridymite?

Has whit|ockite been measured in any lunar gample?

What are the nyroxene concentrations in each tvoe A rock,
Give ne the cristobalite concentrations for each type B rock,

Count where ty2® equals iinear equations and runtime |ess
than fivasix,

Repeat where key word 2quals Gauss elimination or key word
equals &jgenvalue,

Alpha becones alpha mnus beta,
Alpha gets alpha mnus beta,

I wantto do phonemic lapelling on sentence §]x,

Aho’s thg owner of wutterance eight?

Who is the owner Of utterance eight?

Jisplay the pronemic labels above the spectrograms,

Put the jeft boundary on first "s" segnent on the tenth frane,
Move the right boundary of the flrst "ah" one position to the
left,

Display the root mean squared function and the si fence
threshold above the spectrogram

They are Tower A, Tower B, and Tower C.

00 vyou have any right sauared boxes left?

Do you have any rectangular cylinders |oft?

The white bloeck in the picture !s called a box,

The orange block In the picture is not a box,

Put tne other red block on the red block,

Fromigft to right, they are Tower A Tower B, Tower €, and
Tower T,

s there a red ologck in front of Towers C and D?

Table 4, List of the 26 sentences used in the experiments,

(thoge with a "#" following the Identification labei wers

used for adaptation)

(17)
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8308r Hint Information fron

FILE= SEGlQ.T9[77,TH93

The meSsage in

(19:RB2) THEY ARE TQWER A TOWEP B3 AND TOWER C

22
23
24
25
26

28
29
3e
31
32
33
34
35
36
37

39
42
41
42
43
44
45
46
47
48
45
52

P1 BEG
Vs 12
E 22
[ 27
AA 49
R 62
SI 71
T8 82
AA 39
W 115
AR 1e9
ST 148
£ 162
I 204
Sl 2066
T8 275
AA 289
W 345
AR 314
VS 327
EL J46
H 454
N 403
S! 477
T8 483
AA 4 99
W 415
AH 524
S 736
EE 571

}a»./ie 5. & 1
t d U a OG-L ’

this fileg

END
17
23
36
54
55
81
9¢

135

120

133

154

183

2029

273

237

296

310

320

338

382

455

479

481

491

505
522
529
5373
534

S

(18)



SEG#infile nane

deain

148
896
4544
6 .16
9344
19438
14¢16
14336
176930
18176
19328
192776
20736
21888
25650
29376
31168
31488
33620
34432
36352
37824
38144
33592
386172

768
1344
1620
. 2368
3646
4132
6144
7360
7488
7744

Data flla SKEG19,7T2(77,THO]

refers to the Utterance

18-JUL=1973

Number,

1413:22

(19:RB2) THEY ARE TOWER A TOWER B AND TOWER C

Tralned
Endg
First

704
4163
5056
8512
9356

13632
14389
174738
17664
19172
19522
204216
21696
24708

29056
3IN720
3x94
33536

34240
36396
37440
37885

38272
38656

391568

ont LRNMIX,TMP

Labe! wevel St.Seg

ievel [vojced, fric, voiced=fric,

ST0P
VOICED
STOP
VoICED
STOP
VOICED
TP
STOP
FRIC
VOICED
V3ICED
Va1ceD
sSTOP
VOIZED
STOP
STOR
FRIC
VOICED
VOICED
FRIC
VOICED
STOP
sT0P
STOP
STOP

Voizced [vaowal, nasali,

832
1664
2112
3392
39u4
4160
7369
7552
7616
8709

Table o,

MAS AL
VOWEL
VOWEL
VOWEL
NASGL!
NASGL!
VoWEL
MASGL I
VOWEL
VOWEL

{Cont,)

2
14
71
94

146
157

219
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