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| Abstract: This report explores the possibility of using a set offeatures for segmentation and recognition of continuous

speech. The features are not necessarily "distinctive"

[ or minimal, in the sense that they do not divide the phonemes
Lo into mutually exclusive subsets, and can have high redundancy.

This concept of feature can thus avoid apriori biding between

the phoneme categories to be recognized and the set of features

defined in a particular system.
[

An adaptive technique 1s used to find the probability of the

presence of a feature. Each feature 1s treated independently

> of other features. An unknown utterance 1s thus represented

by a feature graph with associated probabilities. It is

hoped that such a representation would be valuable for a

| hypthoesize-test paradigm as opposed to one which operates on
a linear symbolic input.
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~gcognltion Of Continuous Speech: Seamentation and classification Using
4 Sianature Tanle Adaptation,

Dy

R.B.Tnosar

1.2 Introductory

A Very thorouin study into t he pronliams of

« Speech-understanding systems nas been reported by Newel| at, a .L11.
Theyconsi der a variety of task and speaker dependent requirements

| for sUch a system, In the past two years, severa| nodels for
Speech=understandi n-j systems and. their implementaions have been
reporteglfz, 3,41, These n0dels view the soeech=understanding orocess
in its totality: the use of all the knowledge, roughly categorized as

C the acoustics, syntax and Semanticsof the language (or speaker) and
the specific task under consideration,

This report 408s not concern itself With a total system, it

— dea |s5 with the rapresentation problem in the acoustic domain,
| indePencent of the task but AitTthoutioosing sight of the fact t hat

L evensualfy it ngs + feed into, and get feed-back from a general
.“ matural langua3se undersiandiNg system

Wedeslrs a representation of Speech signal which (sim Some

2 sense optimum for subsequent analysis: say syllabification using
Dhoro{0gical constraints in first instance which in turn may D® used
As input (with errors) to an interactive naturaI language

| dnderstanding system,
The representation soudnt in MIT in terms of a linear String

| of SvMpals(phonemic/phonetic or even sub-phonetic), but in terns Of| "fealures”" wWwhichar enon=mutually=~axclusive, Tha representation 1s

thus afeature graph" in whichtiefedtutes Overlap and the overlaps
are? not constrained by- a ecro-defi ned refatlonship between t he

| features,
Thisrepresentati on Is favored despite the obvious compiexity

i hecause we feel *-at it is unrealistic to axpect segmants of t hesigral to fall into nice, ciaar-¢cuU* Phonetic or Sub=-phonetic Slots

when the h ign context sensitivity of not only the transitional sounds

| 3iaulds and gi ides [5] but also the rajlatively stationary vowels(é]
_ and frlgativas [7] is xnown to exist, Thi s iS true for & Single

speaxel, s0 when vu Tip] icity of Speakars is considered the situation

‘ is puch worse, Furtrar, we are stil |! far a®ay from Using another

g Scurce of kncajedje: tna inter-ohonamic dynamics introduced DY the
articulatory constraints of ths vocal mechani 8m, Whickr are not
"regdndant”, at least for human speech perception,



| This apprgach |s related to the hyperphoneme clusteringLL sugsestea by Astranran(&] but differs in one crucial aspect, The set
: of hyperphones are mutually exclusive snd hence result in a linear,

ron=-0Overiappinysecyuence of =eamants, The model described by Reddy[2]

Uses a wmoregenreral two-leve|Segmentationwherevoiced/unvoiced ond
| fricated/non=fricated dichotomy disambiguats firstieve] clustering

similar to Astrahan’s, However we use a generalized concept of
feature where the feature set is used both for "segmentation" and
label llprg, Thus we dg not consider segmentation and classification

as to distinct steps in the recognition Process,

This Concspt of feature necessarily 1mMposas another

corgiticm, it cam not te a dichotomous decision whether a feature 'is

“ cresent or absent, The presence of a feature is associated With a
confidence figure: the propnability of that featurebeingpresent When
specific input sicmayl is 3iven, Thus ifthe value of probability is
sigrificart In arelative sense thenitis"present”, O rr |f it is
higher than a opposing festurse (as requested by syntax, say) then we
may Say that the featyre 15 present,

b- tgp cf an adaptive classifier is not essential t o this
aperoack per se, knowever i t does free one from making many a ad hoc

{ ceci®ior when huildingaciass!ifier,Also it has a clear advantage in
an evolving systen, he need not make aprijori decisians as to the
speaker invariance :fthe paraneters measured of the set of f saatures

. adopted in an implemen*ation, Clearly there is an upper|iimittothe
= range Speaker cepengent variationsa classifier would tolerate, An

adaptive systeinr cam be mogifijed to meetthese variations without

| maJOor chanijes in thg decision methodology,
In view of above discussion a set of general requirements for

a reco9nition system may be summarlzed as fol lows.

|

1) It is "potentially" capable of extracting al | t he

information contajmed in the signal, Stationary as well as
nen=8tationary,Context independent as ~ell as context dependent.(The
co=afticutation stu~igs: OChmar[{AJ, show that the two dichotomies are
nol Nfecessariiy identical), )

2) The symbolic information that is extracted, el! ther as

sincie feature=procerty, or combinations thereoff, must have a
conf iderce level asSsociatedwith it, Tnis seems necessary to cut down
the c¢cOmrbinetorics though not essential conceptually, because any
complete system would eventually recover from an error,

3) [It shoulcg pe capable of generating an estimate as to a

aiver rpiece of signal! naving certain property: a verification

capability as opposed tc 1) above, when the Context (at any levelin
the acousti ¢= syntactic=-serantic soup) has high expectation Of x
helnge Y, put the acolstic input interprets itdifferent|y.

; (2)
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: and 4) Itshoulg be adaptive,

The three requirements above are probably satisfyabje by most
: acoustic systems, Put when we consider the fact that a speech
| comrunicaticn System would be nost useful when it accepts many

| speakers, sore form of speaker adaptation, preferably not Starting
from scratch fcr each newcomer, seems desirable,

In the fo} lowing sections we outline a system which satisfies
above requirenents, The present system exists nore as a |00Ssly

A organized collection of p2rograms, The stress has been on showing _ the
feasibility rather +han ~orking towards a computationally efficient

and hence basically rigid code, The next section is devoted to the
descriPtion of the general specifications, capabilities and the bullt

oo in conStraints Of theexisting programs, The following section
disckLsSes the reasoning behina the choice of the sub-Phone&
giemrents and their gagSsociateqd distinctive features, Experiments

x merforred UuUsirg a set of sentences provided by the ARPA data base
Nn which demonstrate the capabilities of the system are given in the
| fast section,

. 1,1 SySten osnecificztions

; Thi s Section Sunmar izes t he specifications and the
| constiyajints operative on the current System, However, A4t several

riaces we point out the 28nerality and extendebi |Ifty of the system
| where ever it may ngt be Ookvious from the very broad View taken in

: the Introduction,

- 1) The agougtic input is samnled at 20 KHz, The parametric
| spac® is created ty takingyz56 samp le FFTs which are overlapped 128

sarplies, i19perameters(farmantsand such) are extracted from each
. FFT, cceled ard cuantized To 6-bits, Table 1 describesthe set of

raramelers, For deta |es sea [%1, Thus the only acoustic Information
reteineg is The crdered set of 29~dimensional vectors, cach taken
every €.,4 msec,

R These taraneters are rot tne "best", nor are they sufficient.
| Piteh i nformetion and Pitch synchronous analysis would Provide

netter, =morecons;stentser of parameters, The inverse filtering
tecnnidunll1¥d] or =n ecuivalent one would provide much better formant

’ information &a$ ¢2mpared to The simple peak-picking used at present.

(3)



» 23 Tha system yperates in a stationary world, No attenpt has
| beer: mace To extract information from the non-stationary Darts of the

signa girectly opr fron the raeguced parametric representation in 1)

| apove, The knowledae cf what to look for is fairly extensive= from
tha speach synthesis, perception and anal ysis experiments including

| the ¢C¢o~articujation analysis, The main Problem of whereto look, {,e.
the necess| ty of aprijori 3s2gnentatlion is nore or less obviated by
feedeback from The first order segmentation: t he Primary results

. presented| n this paper, The main reason for this lack is t hat the
"classification" box ysad¢ in this system is basically a
nrokabl istic, trainable classifier and hence needs a large sample to

. Procuce reliable resujts, it is an Open question whet her a simpler
classifier would suffice at tnis stage in the recognition Drocess or
the very nigh context=sensitivness would mmke a probabilistic

\ decision nares attractive,
3) The adaptation process is totally supervised. Each

| training sample is {apeled as one of a set of Phones(which includesNULL for non-stationary and undecidable sections). A phone however,
be is used as & convenient Way To Jefine a set of distinctive features
1 and the |ingulstic=phonezic conotations of the symbol used to
. represent & [ll0ne gare more of A convenience than having any

L concaptual relation, Cur experience so for encourages us to believe
that even without any ex%ensive Syntactic SuUPport, it would be easy
To bootstran “re system, at least for a single speaker for all the
features and for higner level features (eg which decide between the

L set of FRONT VOwfls) for muitlipie speakers, The second factor my be
ofa important {in a (ardor, non-stationary environment where the
Speaker habits(sugh as nasalizing certain vowels in Specific

- contexts) may be crucial even with all the syntactic, semantle
support,

45 All %he analysis shownintheresults has been obtainedby

Processing the input instrictly leftto right fashion and with 8 set
Of confidense iimits on aagh feature Heing pre~defined, The multicle

sets of resd|ls on thg sane sentence d2monstrates the fact the system
cah also pe ysed in tr "veri fication” node where the probability (in
the worst case the ggpbriori) of a feature being present in a specific
region of tha input can he ahstracted from the system

2,2 System Dascription
I or By rm am=o.Wa

hha Would like to stress at the outset that t he specific set

qf phonags , features and Tables described further on are not
nar qg=wired Into The nrograms nor in OUfr minds, The programs used to
create, Ilsara ana intaror:te the signature table set up described
Ngfegt are gave lope~ for exploratory research and henge are vVely
Jenelal,

_ (4)



Tab 13 2 jivesgthe list of phones and the featuras associated
with then. The ahgones ara defined wlth the stationarity of the

classification process in nind., (we adaptt o input over a long range
learning s9ssion, but for interpretation of a specific (nput the

1 ciasSifiar ‘nes "ot dynamically adapt),
Thus most of the c¢antinuents (vowels,fricatives atc.) which

are inherently stationary zpPpear With unaltered phonemic label. The

L masals show a fairy consistent formant Structure over the closure
i nterva| thodah They tend to die out in anplitude in time, S00 the

- nasals are included thou3h they are not stationaryinthesignal
DrocessSinj sense,

N The glides (w,y) and their fricated counterparts (v,2) are
incivded mostiy for the segnentation purposes: we would |ike to
locate the sections Of tne Sicnal that are waaker t han vowe lS but

stronger than voiced Stops, The liquids (l,r) are somewhat nore
stationary, {in some specific 2ccirrences{they are undeniably context
sans ltiva) and thera is a fair chance t hat they might be
Seadmented(| imped wit? 49) Idesand yasals) and also lend themselves to
classification for thoseonccurrences,

The Stops, affricates and dipthongs are combinations of
phones and “ance do not appear at al I+ The voiced Stop gz2psS are

defimed as VS, The oursts, particularly the stronglvaspirated

C (nstsk) cannot be spectrally distinguished (remember, We are ina 6,4
. msec Cross=sectinn) fro-1 their fricative cognates (fsS,sh),butare

included to make the jagianted learning labeled information a littie
clos8rt o a Phonetic transcription, Torepeat, aphonemerelymakes
tteasler tn j8fina a set of features or a bundle of features, so to
Say, HOw=aver, the fgature set | smoreimportantfor bothsegmentation

( and¢lassification,

a1 thoughthe features ar2clearly"bound" as a hierarchy by

the cafinition of phones (Thera is no way to define a nasalizedvowel
in the presant set except UY addition of extra Symbols), the teature
(gach) is Treated independently of others during the Interpretive

§ ohase, Thus even |f the svstam wasS naver shown a nas4alized vow2|, the
feature NASAL may snow ui: inparallel with a VOWEL (if nasalization
i si®arfred apprepriately and is strong enough in the Specific

| nasalized vowel) op can ne "verified" using a lower confidence level
interpretation for theseynent ifdemandedby other consfderatfons.

C NOW CONSid8pr the set of features in this table, The features
VOICED, FRIC, STOP, anc VOIFRI are intended for obtaining a
orelimiprary segmentation: hased on energy considerations in the
spectrum, That they Are not mutually exclusive {8 clear from the fact
that "VS" the voiced ston Is included with EI which indicates

stop~gaps And silence, THiS avoides confusion between Strang voicing
C

(5)



- and weak voicing, A cleanar set night be obtained by measuring one
more Puramater, the gitch, if it can ve reliably obtalned for voiced

] stops, or bypostponinag the decisionuntil after the voiced/uyn=voiced
nature of t he STJP found must be resolved, The same app!|8s Lo the

9 feature vOIFRI,

; The voiced category of sounds !S the most Prolific {mn speech.

The features VOWEL, NASGLI(for nasal or glide) and NASAL are, sed to

suogivice the voiced streches of speech, again W!th no regard to the
spectral deta ll, The fagture NASAL i s Supposed to detect
nasalization, But this featur2 is adapted to nasal stops whare there
is no oral ocutnut, For nasailzad vowels and other sounds, the nasal
pole~zero position and cthar nasalization effects(Fantl{11]) depend on

C the oral shave and ths dagree of nasal coupling, As we shal lindicate
later, cur results do show overlap between VOWELand NASAL festure

sets, but i t isdifficult to assert that the feature [3 detecting
nasSaltity and not merejyresponding t2 a weakened vowel,

Table 3shows the particular paramaters used to detect above

b-- features, It should be noted that only the anplitude Parameters are
UsBg ub to this point, Tha reason is that for these broar classes the
variation anc/or stationarity intermsof energies is more important

| thar the frequency peaks, Thusifwe were to use format position to
detect aVOdZlL the parameter would cover most of its range of values.

: At best it would produce a uniform distribution and contribute

\ nothing or, nore likely, it would add noise by creatingclustersfor
thevoweais vith nian frequency 92f occurrence and thereby weaken the

: VOWEL feature for others,
_ The three featuras FRONT, MID and BACK attenpt to divide the

frequency range in three regions, The choice of three 18 primarily
due to tha traditional classification and that in thefrequency

corain the %Ythree voyels /i/,/a/ and /u/ form three extrema, Howaver,
) our results show more confusionpeiween the MID and BAC«,probably

Jue Yo tne vowel s 0 U and the schwa AS, It may be advantageous to
break-up The MID=RACK Sel into three, Thus having four featuresto
de | jmeata the VvOicag sounds. Again, as we are not looking for a
mutual ly-exclusive set of-features, {it does no harm If certain Sounds
grefourc as both MID and LACK, Only further interpretation becones a
tittle more difficult,

The features F/Ps 3/T awl SH/K are implied by thier names, It
snows rst in the present stationary classification state, we could
rot aistingutsh sa2tween th9 frication in the burst iron the

correspcnding frigative,

OMG and STEADY are features intended for ciassification ofa

Specific vowe |, ilso, these are the only non-redundant features as

thejr ebhsangce carr ies the sane information as their presence. in the
reSuits given in Tais report these do not figure prominentiy for two

- (6)
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3 main reasons: 1) they range over all the vowels and hence woulz Nave
nN ead distribution in the freaguency dommin and 2) the totai"lserninmg"
s for th®8se features }|5 necessarily smal 1 in comparison with other

features, Thase features have beenincluded asanaidto further
prucessing, Thus rt Would b3 nor e meaningful tc procesSa n
"aveladed" vowel vector after initial segmentation to give more
reliable estimate of LONG and STLADY features,

| 2,1 System [Implementation

: The theoretical founaation and certain implementation details
8 redardlrc %he signature table adaptation ars given in [12], The
= hierarchy of tables (Table 3) venerates a probabilitysurfacein the
: input paranater space «Which is conditional to the learnt feature.

Thus, the table called by mnemonic label VOICED has as its output

n(AVE,HPE, LPE| VOICED? [173

a where AVE, HP" and LPE are thelinputrarameters,Thetwo inputsAVEand
HPt. are repuwated attheearfiest stage (table VOI1l) in orger to have
exp|lcit fiveavarjaslespace, thesameas f or ot her features (8.9.

NASGLI), These repeated inputs are clearly redundant for this feature
ana are included to aynidscaling preblems that arise as a resylt of

| having unequal number of inputs. This is true parficulariy when the
amount of learning information is scanty in comparison with the Size
of the feature space, <+(3#5),32% in this case,

«8 vigh tg find the postiriori probability of a feature F
| given the specific imaut vagctor XX,

- P(F |X) = P(XIFI#P(F)/P(X) [23]
where F(F) is tne agrijori probapiiity cf the feature F anc P(X) is

the unconditional probability of X, In the presentsystemP(F)is
computeg using only the information aquired during the jearning

“ Dhasé, Thus 1t {is given by the ratio of count this feature was
specglfled to the total count over ail the features, Cleary. t hese

| cropabilities snoujd also be aogified to some extent by the known
apriori gistribution of “he features for t he language under
consideration,

|

| The unconditional orcbability P(X)is obtainedindirectly.
The vcohone~featurereiationsnip (Table2) indicates that t he features

VOICED, FRIC, VOIFRYT and STOP are mutually exclusive and totally
exhaustive, Therefore,

P(VOICEC | X)+P(FRIC|X)+P(VOIFRI|X)+P(STOP|X) = 1. 3]

(7)



| This cOrstralnt useg in congunctionwithea,2gives a nn estimate of
N P(X),

| This method of obtaining the postirioriprobabilitisasallows

us to treat ali other features which do not figure in eq.3,

1 ndependent|y of each other: one of the main advantages of this

approach strassed in the introductory section,

2,2 Implementation of Counters

" The feature probabilities obtained in the sectionaboveare
for a tnput rarameter vector X, which represents a short time Slice

of 6,4 msec,, and are conpletely independent of the time context.
whereas, soms featuras, particularly those related to vowel s and

fricatives are stationary over fairly extended time segments, This
C fact iS used to improve the probability estimate at a timesay TT, by

Usin@ the compoundpreobadility:?

pc (FEY ) = nlFIX Yun (F |X ) [4]

or T (T=-1) (T=2)

"o . where (T-N) represents a delay of N units,

In order to reduce the number ¢f pre=assigned threshold

i values that =nust be specifled to the program, the same value of this
delay is used for all the features 8Xcept the inharently

non-stationary features (NASAL,NASGLI,VOIFRI) for which a delay value
| reduced by On9 unitjs used,

"Courter" is the device used to detect "presence" of a feature

| Using These compoung probability estimtes, A feature counter istrigdered when tha probability for t hat feature exceeds a

cre-specified value, and remeins high for several consecutive time
vnits, Accicental dropouts or Spikes are elimmnated by using time

. nysterisis, & counter thus reports the onset time, the duraticn for
which tne featurewas presen®t and the average probabilityvaiuseover
the vurar ion,

. Clearly, there is no "optimum" value of probability that can

re Set as the threshola for a counter. It Would depend on the
curpose for vhi ch the outputs are To te used and oOfgoursa, t he

orgafiZasion of the program whose taskisto assign interpretation t o
it, Sincethis report deals exclusively with demonstration ¢f the
rerformance and CaPabiji%ties of this approach, we Sha|| present
results using Identical incu and Varying the threshoid and the delay
raraTete;s,

} (3)



| it 1s not necessary to specify a separate threshold for sagh
feature., The confidence witn whicha feature may be detected Ts
clearly rejated tg the amount of learning for that feature: its
aprior! probability,

The actual thresholds used far each Counter are thus obtainmed

bymultiolying its apriori Probability by a global confidence figure,
| whichls specified as a percentage, ranging from1 to 100, In Some
) "hao" cesses where the probability distribution {Ss biased because the

feature is specifiesg for unrelated phone sub-sets (e.g. LONG and

STEADY), the threshold figure may be arbitrarily chosen,

« 3,2 Yesults cf Experimants

The results given In this report are based on 26 utterances

which were Useo as the data basa at a speech Segnentat iom workshop
held at the Carnegie~Mejlon University in July, 1973,

Tha Utlerances are listed in Table 4. The %emntencesare

Givided in two sets of 13 sentences each; those with a "#" following

| the ldertificaticnjapel are used for the training and the rest for a
0rossS evaluation of the system,

lhetailed regquits are given for utterance 19 to show the

L _consl!stency of the feature set, The word "Tower" occures three times
inthis sentence ang has bsen used five times In the training
phase{Serntences 25 ang 26),

~ Fig.l Gives the waveform of utterance 1%. The vertical lines

are Spaced 6.4 msec, intervals. Table 5 shows the phone information
associated with Tmis utterance and t he starting and the ending
segment mumber for eac” phone, This association 18 dune at present by
vi sual inspection of the waveform and is rather conservativesSince
theclzesifler operates in a stationary domain,

Table 6 Shows the counter out puts obtained when t he
corfiderce threshold is set to 88 and the delay parameter 1s 3, This
combination btiases the result towards nigher probability and greater

stationarity, Fig, 2 shows a graphic representation of these counter
outputs and also the position of the Phone string(Pony) associated
with It, The necessary compression of thedata may cause a relative
shift bgtween the fgatures, 54% the error is not more than 1
character on ecither side,

11 may bengtedtnatthefeaturesVQICED and STOPare f ound

with nign reliability, Even when the friction in t he first t=burst
(seg. 22-94) is missed corriataly, itis not substituted bv any other
feature, Other t-bursts are also rather sketchy, Qn the other hand

. (9)



5 the "s* at the end of tne sentance(Towerllisdefinitelynpicked up
as a fricative andalsoidentified as 2a S/T,

The feature VOWEL shows an interesting pattern, Ms t vowels

indicate fairto “igh confidence, But note the vowel AA in the second
| occurrence of Tower (seq, 289-296) which is shorter in duratjonf{anyway
| It is a part of a dipthong) and weaker than others, The graphin

| Fi9.2 Shows It as brokenin two sections and has low brosability.
| Going Astep further we can see that for all the vowels in
| thie utterance the sun-classes FRONT and MID are identified

correctly, Tre Intervening glide"w" inthe word Tower 18 definedto

| be a BACK (Table 2), and this feature does not show up at all,

| Fice3shows the graphic representation of the same utterance,
analyzed with confidence level set to 62 and the time delayat2, A
comparison with Fi{ig,2 Indicates that more Information, a Jot of which

: is redundant With respect to Fig.2, Is extracted, But the interesting
aspect is tnat now the t-bursts show up as fricatives, though they

= are incorrectly labelled aseithar F/P or SH/K. The likely reason is
t hat thera are more instancesof F andSHinthe trainingset which
arecloserto these, rather weakly articulated bursts than the
t-bursts and "s" sounds In the training set,

The second interesting aspectis that the "w" gli Jes(featurs

a NASGLI? are more definitively located and also declared as BACK
| aloeltwith lower confidence and moreoreaks.

Figures 4 and 5 show the graphicrepresentation for the -
utterance 2, Witn the confidence figures set to 8d and 40, and the

3 delay Parameter set to 3 and 1respectively,
Thi s example 1s intanded to denonstrate another Important

characteristics of thisapproachi the feature set beings mutually

| indepengent Juring the analysis phase.
Fig,4 is "clean" in the sense that none of the competing

] fgatyres (VOICED,FRIC,STOP), (VOWEL ,NASGLI) and (VOWEL , NASAL} showany ovarian, Whereas InFiv,> the vows! LE (tine 2.5 sac) has the

features VOWEL and NASAL overlapping for most of its duration, On the
otner hand, vowals AL (Time @.,65 sec), E (time 1.25 sec.) and AW
(time 1,55 sec) show |1ttle or no overlap with feature NASAL,

) From the phong~feature relationship (Table 2) used during the
t raining, i t!s clear that the feature NASAL jis associated only With

X nasal Phones MsN and NG, TheexampleaboveshowS t hat nasaljzation‘in
vowets can be detected WithouWt creating an explicit class for
nasalizZea vowels,

| } (16)
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To repeat, wedonotassert that We have found the way to
define and detagt "nasalization" in the strict sense Of the term
This is an exanple to substantiate OUP strategy for keeping the set
of features independent Of eachot her, and for not using nre=-defimed
ralationships betwegn features as A way to improve recognition and/or

] orovide a simple ajgoritnm for the Phonetic iabelling Of the
utterance,

Tables 7 and 8 giveagrossevaluationasto how well the

sidnaturetaolesperform #nen the learnt dat a itselfisanalyzed.The
| tastingprogran compares the associated learning information(as in

Tabi 9S) with the oulpul of the counters on asegmentby segment

oasis,

| Table 7 gives the overall] {figures for the various features.

The entry "Excess" ts “he sum of wrong classification, when the
correct feature is pot found at all and also of other features which

overlap the correct feature, Thus excess 1S mainly a neasure of
Senefabi |jty of the competing features, Table 8 represents t he Same
information with a phopre=~wiSetreakdown, This information |suseful]l
for 1l)radefinition of the input parameters and feature relationship

ance mor e important, 2) redefinition of t he set of features
thenselves, Thus result for vowai AE in the Table 8 indicates that it
is classifier! as FRONT and 410 about edual number of times,Similarly

ACK vowe Is © 0 and J switoh Letwsan MID and HACK,

This arparent confusion is indicative of the variability of

tna forrman% structure of the Voweis with context,One muy get around
this PpPoblen by increasing the numner of featlures: one for cverilap
baetw8en FROIUT and MID and another for the overiac betwsanMID and

BACK, A wetter solution mjaht te to aisambiguate these confusions by
1) averaging inpdt ovar the vose] duration and re-interpreting the
resultirc vac toriamgunts to a local feed-back) and/or 2) postponing

the decicionunti||< becomes essential, and using acoustic and Other
context intormation,

Table © ¢ives the ~veraZed results on the earn! data when

t he confidance threshold is J|owered to 67 and the delay to 2, The

incr®asSe in cl:ssification rates for the feature NASAL, NASGL] and

EACK,arions others, show inat “na phones which define these features
are notyuarvicular ly stationary,

Tantes 17 amd 11 give similar resulis for the Unseen data.

Similarity of tne phone nNreakcown in Table 11, with the ome im Table
6 is imgicative of the consistency of classification as wel] as the
certusior,

] ~ (1)



4,6 Conclusion

The examplesgin apdve section give a falr idea of t he

capabilities and the potentiallly of the present approach towards a
speech recognitinnsystaeam, The system satisfies all the requirements
out|{ inedin the introductory section,

At this point we may make a projection as to how the cresent

system might fit intoa full=fledJded recognition system A PpoSSible
strateSy is outlined in a very general way by the following steps.

1) FIND sections of the unknown utterance Setting the

confidence parameters "hign",

2) 40 through a nNypothesize=test procedure to icentlify and
label These sections, Verification can be done on certain segtionms,

with Ioweredconfidence levels If demanded by the context.

3) MASK thoge sections marked in steps 1) and 2). The

recodnition aluoritrm cannot do a better JOD than this!

4) If parts of the uJUtterance are left un-interpreted then

lower the confidence paraneters, and go to Step 1).

Clearly, the most crucia| steno 2 apove 1s dep=2ndsent on the

constraintsand the goal Of the recognition schema, One my Mmerejy
include language=-specific phonological rules at this stage. The
S5ystam woul{ then accept a wider class of utterances and produce a

phonetic transcription, ~har=2as a task oriented, limited vocabulary
system might get away ~ith fewer phonological! rules and 3til! orovide
eccentag|e results,

«

(Lz)



Parareter Lower Limit Upper Limit[Hz]
a Fi? first formant 201 82¢

F2: Becond formant 73 2050

F3: thlre formant 2,743 3200
N Al: F1 amplitudes

A2: F2 ampli tude

A3: F3amp I]tude

¢ FP1: fricatlive pole 1 1600 3229
. FP2: fricative pooja 2 3200 002

FPLAY FPY amplituge

bo FP2at FP2 analltuge

1 FZ: frilcative zsro FP1 FP2
FZA: FZ ampiitude

. NP: nasal pole 87 i520

| NZ: masa| zero NP NP+520
NPA: NP amplitude

1 NZA: NZ amno|itude
RX PE! 10w region energy oO 427

PE: high region engrgy 25.2 122807
| AVE: averals energy 18207

Tattle 1, input Parameters and Ther Ranges,

(13)



I

Co

PH IPA 5Sianif tcant featurss
NU

- EE i VCICED VOWEL FRONT LONG STEADY
AL VOICED VOWEL FRONT LONG

E e VOICED VOWEL FRONT STEADY
] ) VOICED VOWEL FRONT
AS VOICED VOWFL MID

C AA a VOICED VOWEL MID LONG STEADY
AR VOICED VOWEL MID LONG

| A A VOICED VOwE. MID STEADY
00 wu VOICED VOWEL BACK LONG STEADY
U U VOICED VOJEL BACK STEADY

AW 2 VCICED VOWEL RACK |

C 0 0 VOICED VOWEL BACK LONG
Y Vv VOICED WaASGLI FRONT
2 r VOICED NASGL! MID

L VOICED NA3GLD MID

W o VOICFED NasGL] RACK ”

M ag VOICED NASAL BALK MaSGLI!

\ N r VOICED aga, MID NASGLI
| NG nr VOICED MASAL FRONT NASGLI

F f FRIC F/2

S 8 FRIC S/T : | |

SH FRIC SA/K

a lg FRIC

C V V VO TF]
7? Z VOIFFKI]
ZH VOIFI

PH FRIC Fp

TRB FRIC S/T
KB FRIC SH/FK

C S1 STOP
VS STOP

Tabiag 2. The Phone-Fezture relationship used,

(second cOfumn dives the nearest [PA equivalent, where possible)

(14)



| Nare TYPE Learn  INi [2 IN3 IN4 INS ING IN7
: Voli P2 VOICED AVE HPL AVE HPE LPE

FRI1 Fe FRIC AVE HP [ AVE HPE LPE
VOFRY F2 VOIFR] Al A2 AVE HPE. LPC

| ST01 F2 STOP AVE HPE AVE HPE LPE
VOoWi P2 VOWEL A3 A2 Al AVE LPE
GLI PZ NASGL] A3 A2 Al AVE LPE

. NAS1 F2 NASAL Al NZ A NP A AVE LPE
| FRN1 P2 FRONT Al A2 F3 Fi F2

M101 P2 MIC AL A2 F3 Fi F2
BCK1 Fa BACK Al A2 FS Fl Fe
XFP1 P2 F/p FP1A FP2A FZ FP2 FPy

| ST1 P2 S/T FP1A FP2A FZ FP2 FPY
N SHK1 P2 SH/K FP1A FPZA FZ FP2 FP1

LNGY P2 LONG Al A2 F3 Fi Fe
STC P2 STEADY Al A2 F3 Fl F2

- GAP1 P2
GAP11 Pe

VOIg Pe VCICED vOI1 AVE HPE LPE
¢ FRIZ F2 FRIC FRI1 AVE HPE LPE

VOFR2 Fe VOIFR] VOFR1 AVE HP E LPE
STC P2 STOF STH AVE HPE LPE

iN VOW2 P2 VOWEL VOwi Al AVE LPE
) GLIZ P2 NASGL] GLI1 Al AVE LPE

| NAS? F2 NASAL NASZ NPA AVE LPE
L FRG P2 FRONT FRuL F3 F1 F2
b MIUZ po MID MIN F2 Fi F2

BCKZ P2 EACH RCK1 F3 Fl F2
XFPZ P2 F/sP XEP1 FZ FP2 FP1

L STC P2 S/T ST Fz FR2 FP1
SHK¢ P2 SH/K SHK 1 FZ FP2 FP1
LNGZ P2 [LONG LNG1 F3 Fi F2

\ STD: P2 STEADY STD1 f-3 Fl FeGAFZ Pe

GAPZ¢ p2

| vol3 F2 VOICED VOI2 HPE LPE
FRIZ Pe FRIC FRI HPE LPE
VOF RS = VOIFR] VOFR? HPE LPE
STO02 R2 STOP ST HPE LPL

_ VOW3 F2 VOWEL V0 AVE LPE
GLIZ Pe NASGL I GLIZ AVE LPE
NAGS A. NASAL NASZ AVE LPE
FRNE P2 FRONT FRM. Fi F2

. MID 3 P? mln MIPD F1 Fa
i BCK3 AF? BACK ACK Fi F
| XFP3 Fe F/F XFP2 FP FP1

ST3 Fo S/T ST? FP? FP1
SHK 3 FZ SH/k SHKZ FpP2 FPL
LNG3 FZ LONG LNGY F1 Fe
STUZ He STEADY STRS Fi Fe

Table 3, (cont, (15)



| GAP3 Pe
GAPIS Pe

| VOICED Fg VOICED VII3 LPE

FRIC F2 FRIC FRIIS LPE
VCIFR] 2 VOIFR] VOFRZ LPE
STOP Pe STOP STQOY LPE
VOWEL PZ VOWEL VOW3 LPE

NASGLI Pe NASGLT GLI3 lL. Pt
NASAL Fa MASAL NASI LPF

FRONT p2 FRONT FRIMS F2
MID P2 MID MIDJ F2

BACK F2 “ACK RPOK3 F2
F/P Fe F/F XFPR3 FPa
S/T F2 S/T ST3 FP1

SH/K Fe SH/K SHK3 FP1

LONG Pe LONG LNGS F2

STEADY F2 STEADY STD 3 Fa

Table 3, The Signature Table Hierarchy,

(106)



| NO IDENT UTTERANCE
=u »- oo - gnmaw

| 1 B810« What is the average dJranium lead ratlo for the funar samples?
i 2 B27 Do any samples contain troitite? oo

| 3 B34 Do vou have any references on payalitic olivine?
| 4 BIS Do any samples contain tridymite?

5 836s Has whitjockite been measured in any lunar sample?
6 B4D« What are the pyroxene concentrations in eag¢h type A reck.
7 BS51ls Give neg the cristobalite concentrations for each type B rock,

8 07+ Count where %y28 equals !inear equations and runtime (ess
than fivasix,

C Q U1d Repeat where key word equals Gauss elimination or key word
equals €jgenvalue,

12 Cvi3N@g# Aipha becomes aipha minus beta.
11 Cvd2ayp Alpha gets alpha mnus beta,

L 12 LS1 [I wantto do phonemic lapeliling on sentence §]x,
13 Sey Aho’s the owner of utterance eight?

| 14 LMS Who is the owner Of utterance eight?
L 15 LM12 Jisplay the phonemic labels above the spectrograms,

16 WMlde Put the left boundary on first "s" segment on the tenth frane,
17 «Mlgs Move the right boundary of the flrst "ah" one position to the

left,

L 18 LM242 Display the root mean squared function and the si lence
threshold above the spectrogram

| 19 RBZ They are Tower A, Tower By and Tower C,
20 RBO Ud you have any right sauared boxes left?
21 REY Do sou have any rectangular cylinders left?
22 HRB1l1 The white block in the picture !s calied a box,
23 RBl2« The arange block in the picture is not a box,
24 RB16« Put tne other red block on the red block,
25 RB1G=s From |gft to right, they are Tower A Tower 8, Tower €, and

Tower CT,

26 RBZ2Hw |S there a red ojogk in front of Towers C and D?

Table 4, Ligt of the 26 sentences used in the exper ments,

(those with a "#" following the identification labet were
used for adaptation)

(17)



Heager Hint Information fron

FILES SEG19,T39077,TKO3

The meSsage in this filg |g t:1¢:

(19:RB2) THEY ARE TOWER A TONEP 3 AND TOWER C

Pl REG END

22 VS 17 17

23 Ek 22 28
C 24 | 27 36

25 AA 49 54
26 R 62 55

27 SI 71 51
28 TB 82 9
20 AA ¥9 125

L IC W 115 120
31 AR 129 133

32 SI 148 3154

‘ 33 Ek 162 183
| 34 204 279

35 SI 206 273

36 TB 275 237
. 37 AA 289 206

38 Ww 305 310
| 39 AR 314 320
| 42 VS 327 338

41 EL J46 382
42 H 454 455

| 43 N 403 479
. 44 SI 477 481

45 TH 483 491
40 AA 4 29 505

. 47 W 41.5 522
48 AH 24 529
45 S "3G 537%
52 EE >71 534

Tabie 5, Fhone Information Associated with Utterance19,

(18)



I

SEG#inflle name refers to the Utterance Number,

: Data flle SFEG19,T3[77,THO] 18-JUL=1973  1413:22

(19:RB2) THEY ARE TOWER A TOWER B AND TOWER C

Tralned on: LRNMIX,TMP  Thresho!d=82 & Delay=3

h dedin End Label evel St.Seg End SegCnt

First [evel [voiced, fric, voiced=fric, voiced 8 unvoiced stop)

148 704 STOP 4 2 11 10

~ 896 4163 VOICED 6 14 65 52

) 4544 5056 STOP 5 71 79 9
6. 16 8512 VOICED 7 94 133 40
9344 9856 STOP 5 146 154 9

17 48 13632 VOICED 7 157 213 57

14716 147388 S79pP 1 219 220 2

14336 17438 STOP 5 224 272 49

17690 17664 FIC 6 275 276 2
18176 19172 VOICED 7 284 298 15

19328 19523 V3ICED 5 322 325 4
17776 20416 V31cCED 6 3029 319 11
20736 21696 STOR 3 324 339 16

218868 24708 VOICED 7 342 387 46
25650 29056 STOP 6 420 454 55

29376 IA728 STOP 4 459 480 272

31168 3x94 FRIC 3 437 489 3

31488 33536 VOICED 7 492 524 33
33622 34240 VOICED 5 538 535 6
34432 36396 FRIC 5 538 564 27

26352 37440 VOICED 7 568 585 18
37824 37885 STOP 3 591 592 2

38144 38272 STOP 1 596 598 3

33592 38656 STOP 4 573 6024 2
38612 391588 STOP 3 628 612 5

Voiced [vowal, nasal, nasal/glidel

768 832 NASAL 6 12 13 2

1344 1664 VOWEL 3 21 26 6
1620 2112 VoWcL 3 32 33 4
2368 3392 VOWEL 4 37 53 17

3648 3904 NASGLI 57 61 °
47 32 4160 NASGL! 2 &3 65 3
6144 7360 VOWEL 7 94 115 20
7360 7552  MASGLI 2 115 118 4
7488 7616 VOWEL 4 117 119 3
7744 8733 VOWEL 4 121 125 5

Table oo, {Cont,) (19)



8.764 8512 NASGL! 1 126 133 8

N 10:48 12433 VOWEL 7 157 195 39
12608 128013 VOWEL 1 197 200 4
12628 13134 VOWEL 2 202 276 5
13544 13568 NASAL 5 211 212 2
18n48 18112 NASAL 5 282 283 2
18368 13624 VOWEL 4 287 291 5
18880 18944 VOWEL fy 295 296 2
19392 19528 NASGLI f) 333 325 3
19712 20416 NASGL! 2 328 319 12
22£16 23232 VOWEL 3 344 363 20
23488 23680 VOWEL 3 367 370 4
23872 23936 NASAL 6 373 374 2
23936 24080 VOWEL 2 X74 375 2
24128 24192 NASAL 6 377 378 2
249192 24328 VOWTSL 6 378 380 3
24192 24384 NASGLI 4 378 381 4
24448 24512 NASAL ) 382 383 VA
24647 24704 NASGL]I 3 385 386 2
24640 24724 NASAL 1 385 386 2
31424 31552 NASAL ) 491 493 3
31744 32768 VOWEL 3 496 512 17
22896 33536 NASGLI 2 514 524 11

- 33856 33920 lIASGL!® 2 529 532 2
364156 I7256 VOWEL 4 569 579 11

. 37184 37248 VAWZL J 581 582 2

Fricatives [F/P, S/T, SH/K] and [ LONG, STEADY)

6528 6656 LONG 7 122 104 3
6528 6656 STEADY 7 122 124 3
6848 7040 STEADY 6 127 112 4

19728 19264 STEADY 3 297 321 5
24.28 24256 STLADY / 377 379 3
31168 31232 SH/K 4 407 488 2
34368 34432 SH/K 4 537 538 2
Jaf16 364396 S/T 5 544 564 21

“

g

C

Tabje 6, {(con%,) (22)



| Cfront, mid, back?
1536 2496 FRONT 2 24 39 16
3584 3648 MID 5 36 57 2
6144 6976 M1D 7 96 109 14
7488 7616 MID 5 117 119 3
7552 7616 FRONT L 118 119 2
8192 8512 M1D 2 128 133 6

18:48 12233 FRONT 7 157 192 36
| 12544 13568 FRONT 5 196 el? 17

18368 19264 MID 5 287 321 15
19534 20160 MID 2 311 315 5
21888 24832 FRONT 7 342 388 47
T1744 32192 MID 4 496 503 8
33344 33536 MID 1 524 524 4
303%2 37442 FRONT 4 568 585 18

Table 6, Counter Qutputs for the Utterance 19 with

¢ Confidence Thresho|d set to 87 and time dejay to 3,
(Beggin and End times are In 10 miecrosec, units),

Feature Gj ven Faun Excess %Found %Excess

| VOICED 1816 1365 18 75 1FRIC 741 477 44 64 6
VOWEL 1241 630 11 56 1
NASAL 322 69 7i 2i 22

| STOP 698 675 116 87 17
VOIFR] 113 3 3 7 3
F/P 153 24 5 16 3
S/T 346 257 35 74 10

n SH/Kk 222 | 19 5¢ 9
FRONT 583 353 59 61 13

) MID 991 332 17 34 11

SACK 242 4s 24 29 10 |
LONG 642 1 |
STEADY 7352 2 3 4 0
NASGL I 575 175 101 30 18

Table7, Averaged Feature Performance of Learnt Data,

(Thregho!|4=87 and Delay=3)

(21)
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| Feature Given Found Excess “%Found %Excess

VOICED 1816 1432 31 79 2
FRIC 741 519 86 70 Q

| VOWEL 1241 876 34 71 3
NASAL 322 182 264 57 82
STOP 698 625 176 87 25
VOIFR] 113 32 I8 27 34

Bh F/P 153 “41 25 27 16
S/T 346 281 79 51 20
SH/K 222 145 44 65 21
FRONT 583 411 127 70 22
MID 991 515 191 52 19
3ACK 242 117 139 48 57
LONG £42 33 17 5 3

STEADY 752 67 14 S Pi
NASGL] 575 36 457 63 79

L. Tadle 9, Averaged Feature Performance for the Learnt Data,
(Confldence Threshoig=67 and Delay=2)

(4

Feature Given Found Excess %fFound %Excess

r VOICED 1552 118¢ 37 76 2
RIC 523 317 39 61 7
VOWEL 1920 5179 26 50 3

| NASAL 223 45 81 24d 37
h STOP 410 X27 111 30 27

VOIFR] 61 1 3 1 3
F/P a2 9 2 11 2

i S/T 329 211 38 64 12
SHZK 92 19 7 21 8
TRONT 630 342 64 54 10
MID 573 146 126 25 22
SACK 354 12 22 3 6
LONG 572 4 2 1 2
STEADY 597 3 6 1 1
NASGL I 533 139 146 26 27

Table 12, Averaged Feature Performance for the Unseen Data.

(Confidence Thresho|d=8p andDelayx3)

(22)
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| SEG13.T8 177, THO] 24-JUL-1973 B952:31
time in 1.024 secs.

oc. . 01 . 02 . 03 . 04. 205 . 0.6 . 0.7 . 0.8 . 0.& . 1.0

| STOP ~4-+- +5--+ ~5—t~

VOICED EE a Sa Stat EET EE ol anit tt EEE SEE 7

NASAL -

VOWEL -3- -3 -4---t--- FySOSR AJ _7
NASGL | ~1-42 pg -1--

| LONG 7
| STEADY -7 -6

FRONT +2-=+--- _7

MID +7--+-- Is +2-

| Pony VS- EE +I -+-- AA--+ R + SI---+TB-+ AAt  , W-+ AR- SI-+ E

1.e . 114 . 12 . 13 . 14 . 15 . 1.6 . 1.7 . 1.8 . 1.9 . 2.0
STOP EE A Saas Ratatat

VOICED+7 -=4=—~t——mt—- ~T4+===t= 5 —B---t
FRIC

a NASAL -
| VOWEL +7--+---+- -1-2- +4- +

NASGL I +8-2+4——-

STEADY -3-
FRONT +7--+4---+ -S4-mmt--

| MID TE
Pony E --+---+--- 1 -+ SI --+TB- + AA--+ WW --AR--

2.0. 2.0 0 2.2 0 2.3 0 2.4 0 248 0 26 0 2:7. 248% 4 2.9 0 3.0

STOP -34--~+- ‘ ET a Sa Ss Sabet: elated TL Spas
VOICED+ an

o NASAL --=-
VOWEL +3--4---4- +3 - -6

NASGL | -4  -
STEADY _7

FRONT EEE EEE EEE EEE EE Eh
P ON Y VSemogo EE—md—m—tmmpemtp=- ii + N --- SI+

Figure 2. (cont.1

(31)



SEG13.T8 (77, THO] 24-JUL-1973 0952: 32

i time in 1.024 secs.30 . 31 . 32 . 33 . 34 . 35 . 36 . 37 . 38 . 3.9 . 4.8

STOP + + -1 - +3-

VOICED iyFUR OI +7--+---+
FRIC +3 “Omen

/ NASAL -0
VOWEL +3--1---t “4-4---~

| NASGL | -2=+-- -
SH/K t

S/T +0-—4-=p-
FRONT +o--t-=-+
MID +4-- -1

L Pony SITB+- AA-+l -+---t-AR+ S -4-~—4--~4- EE-+---+
Notes: The t symbols denote scale divisions only.

The numbers on lines are confidence figures (unsigned, 0 to 8).
The position of pony data may not be exact because of scale compression.

L Figure 2. Graphic Representation of Counter Outputs in Table 6.

L
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SEG19.T@(77, THO! 264-JUL-1973 0356: 17
3 time in 1,824 secs.

5 6.0 81 . 02 . 83 . 04 85 . 86 . 87 . 88 . 8.¢ . 1.0
| STOP  -5-5-- - & - -S

VOICED Tat eT EERE EEE EEE EEE Ant EET ETE -7+
: FRIC +2 -
] VOIFRI

: NASAL - -3 tl
1 NASGL I ~24-- t - +1 +1 -3---+ 2 - += -3---
| VOWEL USSU -SUFUR | AA -Sa 7+
; STEADY t7 -7-8-+- -

| SH/K

LONG -T -

BACK 7 - -8- -8 - ~~ -B-+

j MID +8-0 ~2-——+- - +7met = 42--4--
FRONT - =3---4----l- -4 -7+

Pony V6- E +I -t-- AA--R1t SI---tTB-+ AAt W -+ AR- SI-+ E

[ lo . 11 . 1.2 . 13 . 1.4 . LS . 16 , L7 . 1.8 . 19 . 2.38
STOP RE CO WE WI WH Sp

: VOICED+7--4---4=~-4- ~Ttemmgm BeBe
FRIC - -2+

NASAL - t -4t 0.0.

NASGL 1 +1-2+- +2-- -2- 24 --b4—e—pme
J VOWEL +7--4---t---+ lym =
| STEAOY +3--

SH/K

'F/P - IE

4 BACK - -

MD -S---+-Z- Bees
| FRONT +7--4---t---t- -

| PonyE--t---t--- 1 + SI--+TB-+ AA -+ W --AR--

2.0 . 2... 2.2. 23 . 24 ew Scio PR WaT LE’ L290, 3.0

| STOP ~Gpeaap Raasaad - TRL SS
VOICED ahdt

FRIC

VOIFRI

NASAL tl + 2 t - 4 -24---3- -
NASGL I = «2 =l-43--p==- -
VOWEL +4--4---p==-3- -B- -1-
STEADY -7-
LONG - 25
MID +

FRONT EE EE EE EEE EE
PONY  VOeeete EE——toomtomdomtme H + N -—- Sl+

Figure 3. (cont.1



SEG13. TO [77,THO] 24-JUL-1973 ~~ 0356: 18
: time in 1,024 secs.

: 3.0 , 31 . 32 . 33 . 34 . 35 . 36 . 37 . 38 . 39 . 4.0
| STOP + -5 -3 -6 +4-
| VOICED ET +7 mdm mmm

FRIC -5-5 JF SEY WIPE EP

: VOIFRI -8 t

| NASAL -3- -3 +
| NASGL|  - - I~ “4 oot phe tl - -2- -
] VOWEL +54 t- +4= d===

| STEADY - -6

SH/K -0 +8 tl

LONG

F/P t

S/T -9+---+---1--
| BACK - 7-14

MID 5mm -1 -2-- 4

: FRONT -7 +5-=t———4-

| Pony SITB+- AA-+Wd -t---t-AR+ S -4---4---4-  EE-+---t

Notes: The t symbols denote scale divisions only.
The numbers on lines are confidence figures (unsigned, 0 to 8).
The position of pony data may not be exact because of scale compression.

Figure 3. Graphic Representation of Counter Outputs for Utterance 19

| (Confidence Threshold=60 and Delay-21

|



SEG2.TO [77, THO] 24-JUL-1973 1088: 35
tine 1n 1.824 secs.

STOP 0.7gocpoopoegoeey 03 . 04 . 05 . 86 . 87 . 08 . 09 . 1.9
+,

VOI CED -7- 47--t--  -0-t-- -T -T +--+ _F4eems
FRI C +7--t--- 7+

| NASGL 1 -8 t 7 2+
NAS AL t - = +7
VOWEL - -1 2 -7 T+ -3
S/T +54 -- da
FRONT -0 -2- -3 +
MID -7 +1
Pony VS+ 00-4- E -N + EE4~ S -=4-- AE-4--- tl +SI- AS+-L +Z S

STOP 1.8-7; 1.1 . -442 . 13 . 14 . 1.5 . 16 . 1.7 . 1.8 . 1.3 . 12.0

VOI CED - Er+ alk UTE EEE
FRIC +7 6 - -3-

v NASGL | $2 ‘2-t---
NASAL +

VOWEL Bete .a
S/T +4

FRONT + -2-t--

MID +2-—+ 9)

t BACK
- PonySSI+KB-AS-N - SI-TBE -=4-- N --t TB--- R -AWI -L-t-- AAt- I ---

Notes: The t symbols denote scale divisions only.

{ The numbers on lines are confidence figures (unsigned, 8 to 8).
The position of pony data may not be exact because of scale compression.

| Figure 4. Graphic Representation for Utterance 2.
(Confidence Threshold=80 and Delay=3).

X
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5 SEG2.T8 (77, THO 24-JUL-1973 1005: 55
time in 1.024 secs.

] 0c . NI. . NO. O03 04 . O05 . 06 . 07 ..H% 09 , 1.9
] STOP  +7-—4--—4-——4—==4===+-_ =3 - +4-=7
| VOICED “7 +---Taet -- +7 --+---4--- EyJR

FRIC ~Bt=mmt—m — 4-4 - ~7-+

| NASAL EE JU, SU 1 +
VOWEL -3t 5-4-4 Toto “4 t---

i NASGLI ~34-——4-=  +-2-4-- - -4 ~3-+--—+
] F/P t -0 ~ - + +

SH/K t -14-- -- = =4-2- -0 |

: LONG -0 -8 -1-4- - -
| STEADY - -5-+-
= S/T Bmp + + -6-+
; FRONT 5+ © © -3+-—-43--+--- +4——4-——+ —2-+-—--4+

MID -34-- +4--+ -31t t3 +9--+---1--- “4 -+---+
BACK - 4-1- - -0t2 - +2-—+-—-+

j Pony VS+ 00-+- E -N t EE+- SS —-=4-- AE-4+-— M +SI- AS+-L +2 S

1.0 iT . 12 . 13 . 14 . 1.5 . 16 . 1.7 . 1.8 . 1.9 . 2.0

STOP -7 -1 - 5-4 -2 -6

VOICED +o--+- ES Sy (EFCNSR—— SE
FRIC +7 --b- + - -6 +5--+ - -+5

VOIFRI

NASAL +2-—4- - - +2--4- - 4 -41-2 +

= VOWEL t4 +&-t-w- " et
: NASGL 1 2e4- - phot Atep1 42 - ;
] F/P + -0 +0- -  -2- +

SH/K 3 t= 2 = = 42--+ - +

| LONG ol
| STEADY -1+

= ST +6- -5 -4 -2 - —+1
! FRONT +5- hmmmpmmmpe <3= = = 4le—¢ - - 3+
( MID -2 +- -2-=2 - -+b--+ - bettep 5p 4
| BACK -1-+- -0 —-l4+---t- +0 -2-4-——t--24---%-- 2
| ~ Pony SS14KB-AS-N- SI-TBE =-+-- N --t TB--- R -AWI -L +-- AA +- I ---

A Notes: The + symbols denote scale divisions only.
| The numbers on lines are confidence figures (unsigned, 8 to 8).

The position of pony data may not be exact because of scale compression.

| Figure 5. Graphic Representation for Utterance 2.

1 (Confidence Threshold=48 and Delay=1).

(36)
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