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ABSTRACT:

Preterarce semantics ([PS] is a oset of formal procedurss for
representing the meaning structure of natural langusge, with a8 view
to embodying that structure kithin a system that can be se#id to
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This paper ues presented at the Colloquium on the Forsal Sesentics of
Natursl! Language ,Cesbridge,April 1973,snd wuiil appear in the
Proceedings, (ed.E.Kesnan) ,Condridge University Press,1374.

The vieus and conciusions contained in this document are those of the
suthor and ehould not be interpreted as representing necessarily the
offticlal policies, either expressed or Ilmplied, of the Advanced
Ressar.: Projects Agency or the U. S. Government.

This resserch uas supported by the Advanced Resserch Projects Agency,
Oepartiment of Defense (SO 183), USA.

Reproduced in the USA. Avaiisble frem the Nations! Technics!
Information Service, Springtisld, Yirginia, 22161.



Introduction

In this paper | want to opposs a method ¢! semantic analysis to the

contemporary paradigms. By that | wmean the transformational
grammar [1G) -ganarative semantics(GS) one, rather than recent
deve!opments in modal logic and set theory. 1t seems to me that

attacking the clains of the latter about natural language may be fun,
but it is not a pressing wmatter in the way that criticising GS is.
For 5S has gone so far in the right dirsction, towards a system for
understanding natural language adequately, that perhaps uith one more
tiny tap the whole carapace of the "derivational paradigs” wmight
burst.

What | intend by that phrase is the picturs of language imported into
linguistice from proof theory by Chomsky. Both TG and GS claim to
devote themselves to the production of bodies of rules that would
perform repeated derivations, and so pass from some initial symbol to
an ultimate surface string, that is to say 8 wel!~ formed sentence.
The fimld of all possible derivations with such @ body of rules is
taken to define the class of uell-formed sentences of the language in
questions those that can be produced by derivation in that way are
“"well formsd”, those that cennot are not. This description is not,
in ite essantials, in dispute.

] have argued elsewhere(Uilks 1871) that there are good abstrct
reasons for thinking thati this sorting cannd., even in principle, be
done: at lsast not if the task is taken to bes one of sorting the
meaningful sentences of & |angusge from the meaningidss ones. The
reason is simply that, given any disputed uttersnce, uwe could not
knou formally of it that it was not meaningful, because speakers have
the ability to embed odd- looking utterances in stories so as to make
them measningfu! in the context of vse. However, even if this
gigantic sorting task could be done, it has no connexion whatever
with Lakoff's recently expressec (1973) desideratum for (S, as
opposed to TG, that it should take “into account the fact that
| anguage is used by human beings to communicate in a social context".
And no gererative linguist to my knouledgs, whether of the TG or GS
persuasion, has ever unasbiguously rsjected Chomssky's original
sorting-by-derivetion as the centrel task of linguistic theary. In
this poaper 1 want to argue that there at least tuo sorts of example,
quite simple exampies, that cannot be analysed adequately uithin the
derivational peradiga. Te do so, | describe a non-standard systeas of
semantic anslysis that car deal ulth such sxamples. | describes the
syetem in & rough and ready uay, with nothing like an sdequate
Justitication, or motivation as the fashionsble word Iis, of Its
primitive welesments and &sssumptions. Linguists uho dislike
non-standard systess, and are prone to coi.sider thes “‘unmotivated®
per se should ekip immediately to the discussion section so as not to
miess the substantive point of this paper.



The preference semantics [PS] system | shall describe is at present
functioning as part of an analysis ind generation system for natural
language programmed on a computer (2se Wilks 1973 a8blione with no
independent syntax base, everythirg bnin¥ handled through the strong
semantic representation described. his, ! argue, provides an
additional argument for its aduquacy in handling natural language,
over and above the mers labeliing of exsmples. | assume, too, that
such a syotem cannot be dismissed as "mere performance®:partiy
becausse, as | shall shou, it sxplicates real competencies of humar
understanders inadequately treated in 7TG/GCS seystemssiand in part
because the intellectual wuweight of the ‘“compétence-performance”
distinction is insuffient to dismiss systems that merely differ from
the conventional TG/CS paradigm.

An outline of preference temantice.

A fragmented text is to be represented by an interlingual structure
consisting of TEMPLATES bound together by PARAPLATES and Common
Sensel CS ] INFERENCES. These three items consist of FORMULAS
{and predicates and functions rangin over them and over
sub-formulas), which in turn consist of ELEMENTS.

ELEMENTS are sixty primitive semantic units used to express the
semantic entities, otates, qualities and actione about which humans
spsak and urite. The elements fall into five classes, which can
be illustrated as follous(elements in upper case):

(alentities: MAN(human being), STUFF (substances), THING(physical
object), PART(parts of things), FOLK(humen groups), ACT(scts),
STATE(stetns of existence), BEAST(animalis), atc. + (blactione:

FORCE (compeis), CAUSE(causes to happen), FLOW(moving ae |lquids do),
PICK(choosing), BE(exists)etc. . (c)type Indicatore:r KINO(being a
quelityl, HOUW(being 8 type of action) etc. + (d)serts: CONT(being o
container), GOOD (being worslly acceptsble), THRU(being en
spertureletc. » (o) cases: TO(direction), SOUR(scurcs), GOAL (goa!
or end), LOCAllocation) , SUBJlsctor or asgent), DBJE (patient of
action), IN(containment), POSS(possessed by) etc.

FORMULAS are constructed from elements and right and left obrackets.
They wexpress the senses of English wordesone formula to sach sense.
The formulas are binarily bracketed lists of whatever depth e
necessary te sxpress the word sense. They are wuritten and
interpreted uith, in each pair at wuhstever level it comes, @8
dependence of left eide on correspending right,end thus the right
uost aelement of the unhole forauia ie ite principal element ,colled
ite HEAU. Formulas cen he thought of, and written out, ss binary
trees of ssmantic primitives, and in that foras they are not uniike
the lexica’ decomposition tress of Lekeff end NcCoauley.



Cousider the action "drink" and its relation to the formulaf{or binary
tree):

{ (xANI] SuUBJ) (((FLOW STUFF)OBJE) ((=AN]  IN) (({THIS (=ANI (THRU
PART))) TQ) (BE CAUSEN))))

*AN] here is simply the name of a class of elements , thase
expressing @animate antities namely, MAN, BEAST and FOLK (human
groups). In order to keep & snmall wusable list of semantic
elements, and to avoid arbitrary extensions of the list, many notions
are coded by conventional sub-formuias:so, for example, (FLOW STUFF)
is used to indicate liquids , and (THRU PART) is used to indicate
apertures.

Let us nou decompose the formula for "drink”, It is to be read as an
action, preferably dons by animate things (=AN] SUBJ) to
liquids {(FLOW STUFFIDBJE), of causing(CAUSE being the head of the
fermula) the liquid to be in the animate thing(xANI] fN) and via (70
indicating the direction case)l a particular aperture of the enimate
thing; the wouth of course. Jt is hard to indicate a notion as
specific as "mouth" with such gensral concepts. But it would be
simply irresponsible, | think, to suggest sdding MOUTH as a semantic
primitive. as do semantic syatems that simply add an awkuard lexsme
38 @ neuw "primitive". Lastly, the THIS indicctes that the part
is & speciiic part of the subject.

The notion of preference is the important one here:SUBJ case displiays
the preferred agents of actions , and O0BJE case the preferred
objects, or patients. Ne cannot enter such preferences as
stipulations, as many linguistic systems do, such as that of Katz and
Postal (1964) uith "selection restrictions™, wuhere, it such a

restriction is violated, the result is "no reading”. For we can
be sald to d.ink in the atmsosphere , and cars are said to drink
gasoline. It is proper to prefer the normal , but it would be

absurd , in an intelligent urderstanding system, nat to accept the
abnormal if it is described. Not only everyday wmstaphor, but the
description of the simplest fictions, require It.

Just as el!ements are to be expldined by seeing hou they functioned
within formulas, soc formulas, one lavel higher, are to be explained
by describing hou they function uithin T ATES, the third kind of
semantic item in the systea. The notion of a template is
intended to correspond to an intuitive one of nessage ione not
reducible merely to unstructured associations of word-senses.

A template consists of 8 netuork of tormulas grounded or 8 basic
actor-action-cbject tripls of forsulas. This basic formula triple
is tocated during initial snalysis in frames of formulas, one formule
for esch fragment word in sach frame, by neans of & device called @
hare template. A bare template i simply @ triple of elements
which are the heads of thres formulae in actor-sction-object fora.
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For examplet “Sma!| men sometimes father big sons”", when
represented by a string of formuiss, uil! give the two sequences of
heads:

KIND MAN HOU MAN KIND MAN
and
KIND MAN HOM CAUSE XIND MAN.

(CAUSE is the head of the verbal sense of "father"; "to father" is
analyzed as "to cause to have life". )y

The first sequence has no underiying templste; housver, in the second
we find MAN CAUSE MAN uwhich is @ legitinate bare template. Thus
ue have disambiguated "father*, at the same time as picking up @
sequence of three formulas which is the core of the template for the
sentence. 1t must be emphasised here that the tempiste is tre
sequence of formulas, and not to be confused with the triple of
s lements (heads) used to locate it.

It is a8 hydothesis of this work that we cen build up a finite but
useful inventory of bare templates adequate for the analysis of
ordinary languageia list of the messages thet people uant to convey
at some fairly high level of generality(for template matching is not
in any sense phrase-matching at the surface level). ?ho bare
templates are an attempt to explicate @ notion of a non-ator!=tic
linguistic patternito be located whole in texts in the way that human
beings appear to when they read or |isten.

Let me avoid all further questions of snelysis in order to illustrate
the central processes of expeneion and preference by considering the
sentence !

L)

I1) "The big policsman interrogated the crook®.
Let us teke tie follouing formulas for the four msin word senses:
(1)"policenan": ((FOLK SOUR) ( (((NOTGOOD MANYOBJE)FPICK) (SUBJ NAN)})

Ve .. s person uho sslects bed persons out of the body of
peopie (FOLK) The case merker SUBJ 1s the dependent in the Ilest
element pair , Indicating that the norsal "top firet" order for
subject-entities in fcrsuias has been violated, and neceseariiy so if
the head is also to bs the last element in linear order.

(2)"pig"s ((«PHYSOB POSS) (MUCH KIND))

i. e. a\ property prefersdbly posssesed by
physical objects{substances sre nat bigl



(3)"interrogates”: ({(MAN SUBJ) ((MAN OBJE) (TELL FORCE))) 1.
e, forcing to tel! something, done preferably by humans, to humans.

{4a) "crook":t ((((NOTGOOD ACT)QBJE)DQ) ((SUBJ MAN))

i e. @ wman who doss bad acts. And we have to remember
here that ue are ignoring other senses of "crook” at the moaent, such
as the shepherd's

{4p) crook: (((({((THIS BEAST)OBJE)FORCE) (SUBJ MAN))POSS) (LINE THING))

i 2@ long straight object possessed by a8 man who
controls partlcular kind of animal.

The analysis algorithm uill have seen the sentence as 8 frame of
formuias, one for esach of its words, and will look only at the heads
of the formulas. Given that MAN FORCE MAN is in the inventory of
bare templates, then one scan of a frame of formulas{containing
formula (4a) for “"crook"), will have picked up the sequence of
formulas labelled above I 3 4a, in that order. Again uhen 8 freme
containing formula (4b), the shepherds’ sense of “crcok", is scanned
. the sequence of ‘ormulas 1 3 &5 will also be selected &8s 2 possible

initial structurs for the sentence, since MAN FORCE THING is also a
proper bare template sequence.

e now have tuo possible template representations for the sentence

after the initial natchs both a triple of formulas in
actor-action-object form. Next, the templates are expanded, if
possible. his process consists of extending the simpie networks

we bheve o0 fars both by sttaching other formulass into the network,
and strengthening the bonds betueen those already Iin the template ,

it that is possibile. Qualifier formulas can be attached where
approprlato. and so the formula 2 (for "big") is tied to that for
“sollceman” in both templetes. But now comes 8 crucial difference

betuesn the two representations, one which uill resoive the '.nur of
"crook”.

The expansion algorithm [looks into the formulas expressing
preferences and sees if any of the preferences are satisfied: as we
sau formula 2 for "big" prefers to qualify physical objects.
A policeman is such an object end that additions! dependency is
marked in both templatss: similarly for the preference of
"interrogate " for human sctors, in both representations. The
difference cons* with praferred objects: only the formula &a for
human crooks can satisfy that preference, ths formuia &b, for
shepherds’ craoks, cannot. Hence the former template netuork iy
denser by one dependency, and is preferred over the Ilatter in sl
subsequesnt processing: ite connectivity (using numbers for the
corresponding formulas, ignoring the “ths®s, and using one arrou for
sach dependancy established )is s

2491 ++3004a



and so that becomes the template for this sentence. The other
possible template was connected ae follows:

2441 ++43¢4b
and it is nou discarded.

Thus, the sub-formulas that axpress preferences both express the
meaning of the corresponding word sense, and can also be interpreted
as implicit procedures for ths construction of correct templates.
This preference for the grsatest semantic density works well , and
can be seen as an expression of what Joos(1971) calls "semantic axiom
number 1", that the right meaning is the least meaning, or uhat
Scriven{1372)888 has called "the trick, in meaning analysis, of
creating redundancies in the input", Thie uniform principle works
over both the areas that are conventionally cistinguished in
linguistics as syntax and semantics. There is no such distinction in
this system , since all manipulations are of formulas and templates,
constructed out of siements of a singie type.

As 8 simple example of linguistic syntax, dons by preference simply
to illustrate the general principle, let us take the sentence :

[2) "John gaves Mary the book",

orito which the matching routine wili have matched tuo templates wuith
heads as follous, since it has no reason so far to prefer one to the
other:

John gave Mary the book
MAN-GIVE-crecccaeo THING
HAN-GIVE-HAN ‘ s .

The expansion routine nou seeks for dependencies between formulas, in
addition to tnose betusen the three formulas constituting the
tenplate iteelf. In the case of the firet, a GIVE action can be
sxpanded by any substantive formula to ite immediate right uhich is
not already part of the tempiate, (vhich s to say that indirsct
object formulas can depend on the corresponding action formuls.
JAgain "book" is qualified by en erticle, which fact is not noticed
by the second template. So then, by expanding ths first
template we have setablished in the following dependencies at the
sur face level, wuhere the dependency arrous "+° correspond to
reiations established betuesn formulss for the words they !ink.

t 11

It has been pointed out to me that Quillian’s work(1968) does contain
a8 preferential astric,and Or.J.Hurfordiprivate comm.) has told me
that he has been forced to oeome preference principle in studying
derivations of numbder etructures from a linguistic base.
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John + gave « book « the
*
Mary

Where, for the present purpose, we are omitting any indication by
arrow of the preference of "give" for a human agen*®, because it
occurs equally in both expansions. Now, if ue try to expand the
second template by the same method, we find ue cannot, becauss the

formula for “"Mary" cannot be made dependent on the one fer “"give",
since in that template "Mary" has already teen seen, wurongiy of
course, as @ direct object of giving, and it cannot be an indirect
object ae well. So then, the template with heads MAN GIVE MAN cannot
be expanded to yield any dependency arcs connecting formulas to the
templatesuhereas the templiate uith heads MAN GIVE THING yields tuo
dependency arcs on expansion, and so corrssponds to the preferred
representation, This method can yield virtually all the rssults of
a conventional grawmar, while using only relations betuesn semantic
elements.

The limitation of the illustrative examples, sc far, has been that
they are the usual short example sentences, whereas wuhat we actually
have here is 8 general system for application to paragraph Ilength
texts., I wil! now sketch in, for two sorts of case, hou the system
deals umith non-sentential text fragments with 8 general template
format.

In the actual implementation of the system, as an anaiysis systen, anv
input text is initially fragmented, and templiates are matched with
each Fragment of the text. The input routine pertitions paragraphs

at the occurrence of any of an extensive list of KEY words. The
list contains almost ali punctuation marks, subjunctions,
conjunctions and prepositions. In difficult cases, described

.in detsil in (Hilks 1972), fragmentstions are made even though.s key
word is not present, as at the stroke in "John knowus/Mery loves him®,
while in other cases a fragmentation is not made in the pressence of a
key word, such as "that" in "John loves that uoman®,

Let us consider the sentence "John is/ in the house", fragmented
into tuo parte at the point marked by the stroke. It should be clear
that the three part tempiate, of standerd a!ont—lct-lctlon fors,
cannot be matched onto the fragment “John is “. In such a case, a
degenerate template uith heads 8E DTHIS is matched onto the tuo
items of this sentencesthe last iten DTHIS being & dummy object,
indicated by the D.

Hith the second frageent “in the house” a dumay subject OTHIS fille
out the form to give a degenerate templiats ulth heads DTHIS PBE
POINT, The PBE s the sese as the head of the foraula for "In®,
since formuias for prepositions are sssinilated to those for actions
and have the head or PBE. The fact that they originate in @
preposition is Iindicated by the P, ec distingui.shing them irom



straightforuard action formulas with heads 00 and BE. POINT is the
head of the formula for "house“, so this bare template triple for the
fragment only tells ue that “something is at a point in space". At a
later stage, after the praliminary assigment of template structures
to individual fragments, TIE routines attach the structures for
separated fragments back together. In that process the dummies are
tied back to their antecedents. So, in "John is in the house", the
DTHIS in the MAN BC DTHIS template for the first fragment of the
sentence, ties to the wuwhole template for the second fragment,
sxpressing where John is.

It is very important to note that 8 preference is betueen
alternatives:if the oniy structure derivable does NOT eatisfy o
declared preference , then it is accepted anyuay. Only in that way

can we deal naturally with mataphor.
So, in examples like
[(3) "1 heard an earthauske/singing /in the shower"

(«ith fragmentation as indicated by slashes), as contrasted(given
that the fragmentation program is sensitive to "ing" suffixes, withe

(4] "1 hesrd /an earthquaks sing/in tne shower"®

He shall expect, in the first case, to derive the correct
representation because of the preference of notions like singing for
animate agents. This is done by a simple extension of the density
techniques discussed to relations betuesn structures for different
fragments(the TIE routines), in this case , by considering
2l tarnative connectivities for dummy parte of templiates.

Thus, there will be a dummy subject and object template for
/singing/, nasmely DTHIS CAUSE DTHIS, based on the formula - - .

"singing®: ((sANI SUBJ) LISIGN OBJE) (((MAN SUBJ)SENSEICAUSE) 1))

which s to say., 8n act by an snimete agent of ceusing a human to
experisnce some sign(i. e. the song)

Nou the overall density will be greater when the agent DTHIS, in the
tempiate for “singing", e tied to o formula for "1 in a preceding
template, than uhen it !s tied to one for “earthquake", eince only
the former satisfics the preference for an snimate agent, and so the
correct interpretation of the whole utterance iv made.

But, and here ue come to the point of this oexample, In the second
sentence, uith "sing", no such exsrciee of preferc=ce is poseible,
and the system must accept an interpretation In which the earthquake
sings, since only that can be meant.



Other kinds of preference are of objects for certiin preferred
sunctions sthus it is expressed in the formuls for bouvk that its
preferred function is to be rsad. Also, adjective qualifiers
express preferresd kinds of entity to qualify. Thus "big" hos a
formula exprassing a preference for qualifying objects, and so in the
expansion of a representation for "The big glaes is green” we wouid
get @ denser, and so preferred, structure for the object , rather
than for the substance, glass.

In order to give a rough outline of the system, | have centred upon
the stages of analysis uithin the individual fragment. After the
application of :he routines deacribed so far, TIE routines are
applied again to the expanded tsmplates in a wider context:the save
techniques of expansion , dependency and prefsrence ars applied
betueen full templates for differant fragments of a sentence or
paragraph. At thet stage, (l)case ties are spplied({using the same
cases as occur uwithin formulas at a8 lower level); (2) the esquivalence
of active and passiv~ forrs is established; (3) dummiss are attached
to “what they stand for" as . indicated with the "earthquake
example”jand, inportantly, (4)anaphoric ties are settlied.

The TIE routines apply PARAPLATES to the template codings, using the
same density techniques one level futher up, as it wsre. Faraplates
hav: the general form:

<list of predicates><list of gensration items and functione><list of
tempiate predicates> ’

An ordered list of psrsplates is attached to English key uwords.
Consider the follouing thres schematic psraplates for "in":

:é%gg??s INST GOAL) (PRMARK #D0) IMfinto) (FN1  CONT  THING) (PRCASE

( (PRMARK 300) IN (into) (FN1 CONT TiiINu) (PRCASE =DIRE))
((208HEAD NIL) (PRNMARK =00) IN (make part) (PRCASE LOCA))

«DIRE ies & direction cese narker (covering tuo sudb-cases: 10,
mentioned sbove, and FROM), 208CAS and 20BHEAD ere simply predicates
that look at both the objectithird) formulas of the template in hand,
and of the preceding template. |. e, et two objects.
208MEAD is true iff the tuo have the same head, end 20BCAS is true
ift they contain the eame GCOAL or INSTRUMENT seubformula. The
predicetes Iike PRMARK are satistfied iff the representation »f the
frageent'e mark (the text item on which the fragment depends under
the corresponding interpretation 1 "put" In thies cese) is an sction
whose head is in the clese of sleaentes »00 , & wuide class covering
the megjority of actions lncludin' *putting®. The louer case
words simply explain which sense of "Iin”" is the one appropriste to
the parapiate in uhich it occurs. khen the eysten is functioning ee
@ translator these generstion items uill In this case be different

10
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French prepaositions, to bs gensrated when the corresponding paraplate
"fite". The general result after & parapiate has fitted is that tuo
templates have been |linked by a correct case tie tthe case that is he
argument of the "result predicats" PRCASE.

Neuw consider the sentence

(4) "] put the key / in ths lock"

. fragmented at the stroke as shoun. Let us consider that tuwo
templiates have besen set up for the second fragment: ons for "lock" as
a fastener, and one for the raising lock on a tanal. 8oth formulas
may be expected to refer to the containment cass. We apply the

first paraplate and find that it fits only for the template with the
correct (fastensr)sense of "lock”, since oniy there utll 20BCAS be
satiofied, i. @, where the formulas for "lock " and "key" both
have a subformula under GOAL indicating that thelr purpose is to
close something. The second rarspiate will fit uith the template
for the canal sense of "lock", but the firet ies » mors extensive fit
{indicated by the order of the paraplates, since the higher up the
parsplate Iist, the wmore non-trivial template functions 8 perapiate
contains) and is preferred. This preference has simultaneously
selected both ths right tempiates for the second fragment and the
correct paraplate linking the tuo templates for further generation
taoks.

14 we nou take the sentencs
[S] "He put the number / in the table"

+ #ith tuo different temp:ates for the second fragment(corresponding
to the list and f!st oob,ect senses of “table" respectively) we shall
find that *he intuitively correct template (the list sense) failse
both the frret paraplate and the second, but fits the third,. thue
giving us the “"make part of" sense of "in", and the right (list)
serse of "table”, since foraulas for “number” and (list) “table” have
the sors head SIGN, though the formula for (flat, wooden) “"tebdle”
does not.

Conversely, in the case of
[8] "tie put the list /7 in the table”

v fltting the correct template uith the second parsplate wiil yileld
"into” senss of "in" {cass DIRECTION]} and the physica) object sense
of "tadie™iend this will be the preferred resading, since the fit (of
the incorrect templateluith the third perepliate yields the "nske part
of @ Iiet" reading in this cose. - Here we see the fitting of
peraplates, and choosirg the denecest pretferential ¢it, which is
alusys selecting the highast paerepiate on the Iist that fite . thus
deteraining DOth werd cones onbiguity ane the caee asbiguity of
propositions at once. Paraplate fitting nshes use of the deesper
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nested parts (essentialiy the case relations other then SUBJ and
OBJE) of the formulas than does the template matching.

The TIE routines also deal with simple cases of ansphora on 8 simple
prefersnce kasis. In cases such as

{71 "1 wought the wine, /sat on a rock/and drank it"

, it is easy to see that the last word should be tied by TIE to

"wine" and not "rock”. This matter is settied by density after
considering alternative ties for "it", and sseing which yields the
denser representation overall. 1t uill be "wine® in this case

since “drink" prefers 8 liquid object.

In wmore complex casss of ansphora, that require sccess to more
information than is contained in formulas, templates or parsplastes,
the eystem brings down what | referred to eariier as common-sense
{CS) inference rules. Cases that rejuire them will be ones |ike the
sentence

(8] "The soldiers fired at the women and | sau several of them fall”

Simple semantic density considerations in TIE are inadequate here
because both soldiers and women can fall equally sasily, yet making
the choice correctly is vital for 8 task |ike transiation because the
tuo ol ternatives lead to differentiy gendered pronouns in French.
In such cases the PS system applies a CS rule, whose form , usin

varisbles and sub-formulas, would be X{((NOTPLEASE (LIF

STATE))OBJE)SENSE) + X(NOTUP MOVE). For rou?h expos | tory purposes
such @ rule is probably better expressad &s XlihurtlsX{falll, whers
the words in squere parentheses correspond informally to the
rubformulaes in the rule. The rules sre spplied to "extractions" from
the situations to form chains, ard 8 rule only ultingtely applies if
it.can function in ths shortest, most-preferred, chain. o

The uay the CS inferences work is roughly es follousithey sre called
in at present only when TIE is wunable to resolve outstanding
anaphorss, as in the present exsaple. A process of ex’raction is
then dene and it le te thees extractions, and the relevent templates,
that the CS rules subseguentiy epply. The extractions are
quesi-inferences from the deep case etructure of tormuise. 8o for
exanple, |f we uere extracting from the tesplate for “John érank the
uster”, unpicking the foraula for “uster” given esriier would extract
that some liauid uae now inside an snimate thing(frea the containment
cess), and that 1t went in thr an  esperture of the snisste
thing(from the directiona! case) . eover, since the extractions
are partially contirmed, 8¢ It uere, by the information sbout sctor
snd object in the surrounding template. we can, by eimple tyl of
verisbiss, extrsct new quss! -templates equivelent to, in ordinary

lenguage, "the uster le in Jehn" etc. Theoe areluhen In coded
tors)the extractions to which the C8 rules appiy ee It endeavore to
bulld up 8 chain of extractions and inferences. .The preferred
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chain will, unsurprisingly, be the shortest.

So then, in the "women and soidiers” example ue extract 8 coded form,
by variable tying in the templates, squivalent to {uomen] [hurtl,
since we can tell from the formula for "fired at" that it is intended
to hurt the objesct of the action. He ere sesking for partial
confirmation of the assert.on X? [falll, and such a chain is
completed by the rule given, though not by 8 rule equivalent to, say,
X(hurt)+X[diel, since thers is nothing in the sentence as given to
partially confirm that rule in a chain, and cause it to fit here.
Since we are in fact doalln? Wwith subformulas in the statement of the
rules., rather than words, fitting" means an ‘“adequate match of
subformulas”.

It is conceivable that there would be an, implausible, chain of rules
and extractiors giving the other resuit, namely that the soldiers
falls (soldiers) (fire);X(fire)l + Xifiredat) » X(hurt) etc. But such
e chain would be longer than the one aiready constructed and would
not be preferred. '

The most important aspect of this procedurs is that it gives a
rationale for selecting @& preferred interpretetion, rather than
simply rejecting one iIn favor of another, as other systeme do (see
discussion below) . It can never be right to reject another
interpretation Irrevocsbly in cases of this sort, since it may turn
out later to be correct, as if the "women" sentence above had been
followed by "And after ten minutes hardly a soldier was left
standing®. After inputting thet sentence the relevanrt preferences In
the exsmple might be expected to change. Nenetheless, the present
spproach is not in any way prodebilistic. In the case of somesone
who uttera the "soldiers and women” exsaplie sentence, what he is to
be taken as meaning is that the wowen fell. It is of no Importance
in thet decision If it later turne out thet he intended to say that
the soldiers fell. Uhat was meant by that sentence is & clesr, " and
not mereiy 8 likelihood matter., . : : )

1t must be saphasised thet, in the course of this applicstion, the CS
rules are not being intsrpreted at any point as rules of inference
making truth- claims asbout the physicel werid. It Is for thet
reason that | am not contradicting myselt in thie paper by describing
the CS approsch while arguing sgainet deductive and TP spprosches.
The clearest uo? te sark the difference ie to see that there is no
Inconsistency Invoived in retaining the rule expressed informelly se
*X{ fall) <« X (hurt)® while, 8t the eome time, reotaining o
description of some situstion in which sensthing aninste fell but ues
not hurt in the tesst. There is & clear difference here from any Rind
of deductive eystes which, by definition, could ot retain such en
inconsistent pair of sesertions.

Such rules sre intended to cover net only "werid knou'edge” oxempies
like the tast snsaple, but alee such cases 8¢ ¢
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[9) "In order to construct en object, it ususliy takes & series of
drauings to describe it"

where, to fix the second "it" as “object” and not “"series"(though
both yield equivalent semantic densitiss on expansion) ue need & gs
inference rule in the same format that can be informally expressed as
“an instrument of an ection is not also sn ohject of It", The
point of such rules is that they do not spply at a lexical leve! like
simple facts{and so become an unmanagesbls totality), but to higher
level iteme |ike semantic formulas and cases. Norsover, their
"fitting" In any perticuler case is aluays a "fitting better than"
other applicable ruiles, and 90 is 8 further extension of the wuniform
principlie ot inference by densi ty.

Discussion

Tuo points about the genesral procedures 1 have described are of some
topical theoretical importence. Firstiy, the notion of pro'orrln? ]
semantic network wuith the greatest possivle sementic density is 8
natural way of dcalln' not only ulth normsl eemantic dissemdbiguation,
like the “"policemsn” exampie (1) abdove, but with metaphor. For
. axample, it ue knou from the iexical tree for "drink® that, 8es on
action, It prefers hussn sctors, then, in any given context in which
& humen actor is aveileble, it ui!l be preferred to any non-human
actor , since its pressence creates a dependency !ink and increases
the semantic density of that context. So, in

(18) “"The crook drank a giass of uster®

it would correctiy opt for the humsn and discard the shepherd’s eteff
sense Of "crook”". Yet in the cass of .

[11) *My cer drinks gasolinc *

s,
. [

It would accept the sutomobile eense, eince no anisate actor is
availsbie to be preferred. This sil seems cdvious and natural, but
le In fact very hard to sccomedate uithin the derivations! peradiga
of TG and C8, where there wust sither be s etipuletional rule
requiring, say, enimete acters fer drinking(in which case (18] ie
rejected, alt unr!octlt correct), or there Iis &8 rule which
pernite both (18] and {11]) te be “derived® , in which caee It Ie herd
to sse heu 8 structure invelving a shepherd’'s steft is to e exciuded
f(es 1t preperiy should be). PS cennet fermelly be sccesedated
uithin the conventiens! eerivations! adl decouss It e
equivaient te rumning oenether derivation uith o difterent set of
rules (after drupping & stipulation sbeut sctere for “drink® In thie
case Vet [t nokes ne reel sense senes in the cenventienal peredige
te telk of re-running & derivetion after an unsatiefectery resuit.
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A second iacuns in ths derivational paradigm is the lack of a natural
way of dealing with uhat one might call knoulsdge of ths real worid,
of the sort required for the snalysis of (8) above. Lakoff(1371)
seems to think that such cases are ‘¢ be deslt uwith, within the
derivational paradigm, by calling such assumptions as are required
"presuppositions” and using a conventional first order deductive
apparstue on them. The quastion | usnt to discues briefiy is wuhether
such aspparatus can be fitted into the derivational paradigm.

The neu development in linguistic theory that GS brought, it will be
remambered, can be expresssd in Lakoff's(1972) claim that "the rules
rolatln' logical form to surface fora are exactly the rules of
gremmar”, fn order to make my most general point below, Ilet me
digress briefly upon the laet qucotation, and summar!ee the results of
detailed argument established slsewhere(Wilks 1972b). The difficulty
in discussing the quoted claim hinges upon uhat exactly "relate” In
that ssntence is to be teken to mean.

With GS, as with all such theses, there sre tuo ways of looking at
them: one is to take the words as meaning what they sppesr to mean;
ths other is to assume that they mean oonothln? quite different. The
first lpsro.ch gives us what | shall call the TRANSLATION view or the

CONSEQUENCE vieuw depending on hou ue take the word “"relste” in that
last quotation. The second approsch uwould glve what | could
call the RENAMING view. 89 that | wmean that uhen Lakoff

speaks of logicel form he doesn't mean that in any stantard sense.
but as some linguietic structure, either femilier or ot his own
dovlnln?. In either case, on the renaning vieu, GS uould not reslly
be ABOUT logic at all, and disputes about it would bde whally an
interns! wmatter for lingulstics. Khen Chomsky [(1971) and
Kotz (1971) wurite of GS as "notational variant® of Chomsky's work they
ars taking the rensming view.

The conssquence viex Is the moet obvious poasibiliity, namsly that the:
"relates® Is by inference, valid or otheruise, and that the well
formedness of sentences is settied by whether or not Lhey can be
Inferrsd from logical forms. Huch of tha evidence for the
essunption that this is Lakoff’e view is circunstantial, but it ie
reinforced by his introduction of rules of Iinference wuith "It s
clear that there s more to representing mesanings then simply

providing logical forme of sentences® (1972. p. ). That
quotation sesms to rule out the transiation viewms that logical
forme sre the meaning . or "Lackbone®, of sentences and cen be
related to them sere rules of tronslation. The transliation

vien aien becones isss plausible when one remesberes how much of
Lekotf's discussion of thess matters is svout inference 1 if GS were
rooll' sbout transiation inte logical form{unich mey be equivalent to
the “trenefermations preserve meaning” vieu, (sse Partes 1971) then
inference would have no place at ol! in & discuseion ¢! naturs!
leglc. So then, the consequence vien sust be Lekoff's view 1
he hos & fira view, Theos closr ond slaple considerations tell
ogalinet it
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(1) There 1is just no clear notion avaiiable of inference going from
logical forms to sentences. Rules that croes the logicel
form-sentence boundary are rules of translation. '

(2) There is the probiem of "reverse direction® : how could one, even
in principle, analyse sentences uith reverse inference rules to
produce logical forme. Reversing inference rules is to produce
faisshood, as in "If this (s not colorsd then it is not red"Hhat
possidle interpretstion could we attach to such & procedure in the
context of GS? It is true that the relation of a sentence to its
presuppositions has the required "inferential direction”, but no one
has sver seriously suggested that the premisses required for the
solution of @examples like sentence (8] wnill in general be
presuppositions, in any sense of that over-worked word. In the case
of [8), it is clesr that the information required for iis solution is
NOT presuppositional.

(3) Any "consequence interpretation” of GS will find iteelf committed
to the vieu that logical falsshoods are Iii-forsad in some sense, and
80 should not be generated by 8 proper linguistic system. This will
lead to difficulties with apperentiy well formed sentences that might
we!l be held to express implicit logical falsshoods, such as:

{12) | have just proved arithmetic complste

An immediate result at this point in the argument is that , given the
consequence .~terpetation of GS , a GS system could never be used as
an anslysis t!itll. and so could surely naver function sc as to take
account of social context® in the uay Lakoff would (ike. At the
very least it requires esome more explianation as to how that can be
done with & system that is, in principle, non-anaiytic.

My principal critical point (s that the inductive inferences that
“analysieo of exampline |ike (8] requires cannot be incorporated into
the derivetional paradigm on the consequence interpretation. The use
of inductive premises is not |ike the use 0f entailliments, whers if
something is true then something eise asust be. If Inductive premises
or inferential ruise are inserted into a derivational oeystem then
that eyetemn sisply nmust nske mistakes sonetimes. And o0 it must
mis-analyse or, uithin ths generative tesk, it nust missort
asntences. It only wmskes sense to uee euch inferences uithin 8
systen that is :apable, in principle, of finding out It has gone
urong &and trying agein. Such systeme have been developed within
uhat may be called the ‘"srtificisl intelligence”[Al]) approsch to
Iln?uogo processing. They cennot be TG or GCS systems, where the
derivation simply runs and that is that,

The uesker uay out of thie dilemng for C8 would be to save the
derivational peradign end give up @ conssquence Interpretation. The
fatter ceuld be achieved sither by accepting the “renssing view",
uhich weuld be most unpaletable | suspect, or by occoplln’sa wesker
interpretation of the inference rules |ike that adopted by PS. Thet
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is, so tc interpret the rules of inference as to remain uholly uwithin
what Carnap called the ‘formal mode'. As I described them, CS rules
equivalent to "hurt things tend to tall" are fitted on by preference,
but are never interpreted as llk‘n? truth claims about the future
course of the physical world. hey ars merely used to make claims
about what a sentence asserts, not about the couree of aevents, or
about what the spesker meant. So, ths successful application of the
quoted CS rule to [8) allows us to infer that the spesker asserted
that the women fell., Howsver, if the spesker followed (8]
immediately with

(13)"And after ten minutes hardly @ soldier was left standing as the
gas drifted toward them scross the marshes”

then we may say that the speaker has merely contradicted himself in
soms weask sense. And, on this hypothetical approach, one might
declins to analyse adequatsly utterances with sel f-contradictions.,
And, 1f point (3) above is correct, then GS musi already dec!line

their analysie, since they are "ill-formed®, so this extra proviso
should cause no problens. Ths advantage of thise form of
interpretation of rules wouid be that it keeps |linguistice

sslf-contained and out of the morass of probability and inductive
logic.

Houever, reconsideration of examples |ike (18] & (11) shous that the
ol aborate compromise just described is not possible and that one must
adopt the stronger approach, or, to change the mataphor, see thet the
door has bsen open behind one ali the time, and simply give up the
derivational paradige In favour of an “intelligent " meta-syetem.
This is essential for examples |ike the "cer drinks gasoline” case
above, whose analysis requires some process equivaient to running the
derivation again with different rules---and hence soms meta systen
available to administer such 8 rerunning. And PS, is 1 balieve, an
sconomical uay of describing such & systen. ) T

There should be nothing very revolutionsry In suggesting that the
derivational paradige be gquistiy sbendoned . Its scceptance has for
sons time besn Iinconsistent with the resl ovorrdtu prectica of
generative linguiets, which ls to do interns! snalysse of difficult
snd interssting example sentences (see Schank & MHilke 1973, for o
detsiled developsent of this peint),and herdly ever to derive or
generate 8 sentence. In a recent peper Filinore(1372) teo seems to
have been questioning, from a very different starting point, the sest

ners! description of their activities thet wmodern linguists have
nherlted uithout question.

17 the stronger spproach is to give up the derivetions! peradiges and
adopt the Al one (where | am using that ters very lvosely tc cover
lng forus! oapprosch to | processing that edmits of wholly
extro-dorivations! procedures), then the question srises as to
whether the deductive procedurss that Leixoff noul{iS71) envisages ae
part of linguistice cen and sheuld be retained. There weuid clesrly
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no longer be ‘he barriers to the uee of deductive processes that
existed within the derivational parsdigm. Would there be others?

I think there are several very general difficulties about the uss of
@ deductive eystem for assigning structure to natural language, snd
some of these have emerged already nithin the Al paradigm, and are
worthy of attention by generative linguists. One difficulty concerns
the theoretical problem of specifying firm procedurss that would
allow any particular deductive solution to be carriled through. Here |
refer to the enormous problems of search and strategy uithin domains
of theorems. These are very large problems that cannot be discussed
hers. A swaller but persistent ons car be illustrated again wuith
regard to sentences (8] & [12).

In the Al paradigm, uniike the derivational one, a systes anaiysing
[8) wouid have the opportunity to reconsider its solution (that the
women fell) on encountering (131 in some social context. Hhat one
might call the “"standard Al approach” (for sexample,Uinograd 1972)
expiains its moves at this point roughly as follous:iif ue analyse (8)
With the aid of the inductive generalization, and later Information
shous ue that the inference uas false(i.e. ue encounter some form of
contradiction), we will simply retrace our eteps to some earlier
succese point in the prcedurs and try again uith the new information.

The persistent troubls with this sort of answer(and there is no
better one) is that there is no general test of logicsl consistency
availsble, even in principle, and It is too much to hope that 8 text
would correct our misinferences immediately, by saking the interposed
sentence betueen (8] and (13]) "But it was not the women who fell®,

Paradoxically, it is this seort of deductive approsch that Lakoff
seems to Hhe embracing in d{Lakoff 13971) without seeing that it
requires not only the uider Al psradiges but consistency heuriatice as
-mell., - It may be uorth pointing ocut that, even .if _this " strong
deductive Al approach wers ts have adequate consistency heuristics ,
it would etill be inadequate as & natural |snguage anaiyser. For
example., one of ite assuaptions s that speskers alusye use correct
logic in their uttersnces. But consider the following elily
childrean'e story:

(14) "1 have a nice dog and a sliny enake. My dog has white turery
sars. All animals have esrs but my snake hae no eers, s0 It is g
nazaal too. I call it Herace.

Since the story containe & logics! error, deductive analyser for
solving snaphora probliems must conclude thet it is the that s
called Horsce, since that enly thet conclusion Is consistent with
what it alresdy knous. UWhereas ary reader con see thet Horece is o
snake.
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My hops is that PS can at some point be extended, still within the
*formal mode’ and not making ceductive claime, so 488 to cover in
natural language whatever the human competencies about consistency
may turn out to be, and my hunch is that they will require shallou
chains of .ommon sense reasonings, drawn from & wide data base,
rather than the narrow longer chains of the deductive sciences

proper. But even if further research should shou this particular
approach to be inadequate, the need wouid still exiet for some theory
of linguistic inference, one not simply obtained second-hénd from
logicians, for that uill never do. The derivational paradigs has
shielded linguists from the pressure to explore this important areas,
but s the paradigm f{alle gradualiy away, the nead will become

clesrer and more acute.

19



References

Chomsky, N.: Deep Structure , Surface Structure and Sementic
Interpretstion. in (sds.Steinberg & Jekobovits)
SEMANTICS, Cambridge, 1971.

Fillmore,C. : "On Bonorntivltu'. in (ed.Peters) GOALS OF LINGUISTIC
THEORY, ENGLEWOUD CLIFFS,N.J.,1972

Joos, M.: Semantic Axiom #1, LANGUAGE, 1871.

Katz,J. : Generative Semantics is Interpretive Semantics.LINGUISTIC
ENQUIRY, 1971,

Ketz, J.& Postal, P.: AN INTEGRATED THEORY OF LINGUISTIC
DESCRIPTIONS. Cambridge, Hass., 1964.

Lekoff, G.:The role of deduction in grammar, in (see 8§ Delow)

Lakof¢, G.: Lun?uiotico and Netural Logic, in (ede.Davideon & Harman)
SEMANTICS OF NATURAL LANGUAGE, Nou York, 1972,

Lakoff, G.: letter in NEW YORK REVIEW OF BOOKS, 1972.

Partee, B.: On the requirement that transformations rsserve
meaning, in (eds.Filimore & Lengendocen) STUDIES IN LINGUISTIC
SEHANT?CS. Neu York, 1971.

Quilttisn,R. 1 "Semantic Memery",in (ed.Minskyl SEMANTIC INFORMATION
PROCESSING Cambr i dge,Masse. 1968,

Scriven, N.: The concept of colp°chcnnlon. in (sd9.Carroll & Froodlo)
THE CDNCEPT OF COMPREMENSION, Uashingten, DC, 1972. .

Wilks, Y.: Decidabiiity and Natural Langusge, HIND. 1871.

Hilke, Y.: GRAMMAR, NREANING AND THE HACHINE ANALYBIS OF LANBUABE.
London, 1972.

Wilke,Y 31°Lekoft on Netural Logic",Stentord A.l.Praject Memo
#161,1972.

Hilks, Y.1 An Artifictal Inialit e. Approsch to Machine
Transistion, in(ede.Schank & Cotby) C TER § OF THOUGHT AND
LANGUAGE, Sen Frencisco, 1973.

Uilks,Y.1"Unders\anding uithout proofs® ,PROC.THIRD INTERNAT.CONF.ON
Al, Stentord,1973.

Uitke,Y (uith R.Rchenk)s ‘The Gootl of Linguistic Theory
rovioltcﬂ'.itln!erl A.l1.Project Rene,1



Winograd, Ti UNDERSTANDING NATURAL LANGUAGE, Edinburgh, 1372,



