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Introduction

The author isdeeply convinced that programming problems are
decisive In the overalldesignandutililzation of parallel computing
systems, O f course, the englneerusing "his ‘imagination can fairly
rapidly propose one or gnotherdasign for such a computing system and
even bring It ints beingih e does this through anal>gy or,
conversely, <*hfough the method o¢fselecting acontrastingdesiagn,
This approach, however, necessarily leads toa Situation In which
programming problems pecome secondary, and the degree of freedom
available] nsolvingt he misautomaticalliylimited by a prescribed
structure that is frequently not responsiveto essential points,

"The probjlemo f programming iS ov @essentlajly segondary
importance when one speaks 0fa particular task that must be solved
on a @glven machine, However, the problem of programming Is of
primary Importanceinarythoughtfulapproachto the design of a
computing system, in the sense that the developer must by the
strength of his own penetration into the essence of the matter
mentally include jin the deslan the complete set of all possible
programs and algorithms,On the basis of an analyslso f thelr
internal properties, structures, and external characteristics,he
formulates design nrinciples tot the computing system These
principles must be adequate for the examined ©propertiesofthe
programs, and--most Important-must be appropriate for reducing the
programmingtask toa formal procedure and for automating | t,

Automationoforagramming for Parallel computingsystemslis a
baslcnecessltyfora numberofreasons,

Flrst, the descriptiono f a parallel program i S not
characteristic of the nature of man's algorithmicthoughtprocesses,
In fact, thls Is true only to the extent that we are considering the
Implementation on a comput!ng system of a task speclfled| n
algorithmic form, Today this Is the most common way of stating a
problem} however, inthe future thiscould change, since paralle|lsm
fina problemisfrequentlyimplleitinitsinitialformulatingandls
artificlallydrliveno ut byalgorithmlization, Thiswlll bed iscussed
lnmore detalii below,

Second, Independent of whether man thinks "sequentially"or
"In parallel,” he tends to think laconically-to seek compactnessIn
problem formulation,A t the same time, studieson the design of
parallel programs indicate that Inmany cases complete paral!le|lsm
can be achleved only under conditions of potentially unlimited

"multiplication"o fsomelinitial program constructions, where the
multiplication js associated wlth systematic modificationofthe
eonstructions, Thus, some portion of theprogrammlng process bhecomes
an organic partof the oomputational process and therefore must
necessarli|yb etransfarredto the machine,
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InthisworkanattemptWwi|{| be made to demonstrate the

sre-emlinenceo f programming gover hardware design. of a computing
system, The concepts of parallel] programming establisheda t the
present time will be examined, and on thisbas!san evaluation wil]
bemadeof severalapproaches to the structure of computing systems,
Due to the general laok of development of the problem,thlisanalysis
will b e superficlalandinplaces evenspeculative, However, the fog
that obscures ourujtimate goal can be dissipated only|f we boldly
step out Into It, On the other hand, anattemptwill bP@8 made %0 put
forth some recommendations from a rea|lstiepasition, takim@li nto

consideration contemporary "technical capabilities, historically
established frameworks, and other currentiimitations,-Finagllysrthe
paper!s|imitedin the sense that it!lSnot a balanced, Tholusive
survey, but only reflects thepersonal viewpointof the author,
nurtured however over a long perlodof time,

Basic Concepts Of ParallelProgramming

In any theory of parallel programming aspiringt 0]
completeness, there are three components that mustpepresent!

-—g way o f describing a paral|le| program (parallet
programming facilities);

-wg way of deriving a paralle! program from ordinary

algorithmic notation(deseauencling of sequential algorithms);
--a way of executing a parallel program (specification of the

computing system, assianment of processors to jobs, control of the
paralle|computationalprocess),

The recommended structure for a computing system must be
derived from basic principlesrefiesctingthe most essential aspects
ofeach of these components,

Three approaches to parallel programming can beexamlined,and
will beconditionaljy designated as follows:

-natural Parallelism,
-concurrent computationsinalgorithmiclanguages,

asynchronous programming-,

Natural parallelismls far from what might be somehow
considered a compreghensivetheory. However, some of itsfundamental
considerations are quite clearand in many respects highly attractive
and distinctive, givinguU s the rlghtt o regard It as 4 baslie
approach, This theory does not have a sprecifleadvocate, although it
is carried on thewindand appears tacitly In many works, Therefore,
it isdifflcultto clearly speclifysources for it,

Thebaslicthasisofthistheory is that innature everything
in fact takes placeln Parallel, and the morelliterallysgsome actual
processSi sdascriped, the closersuch adescriptionisto a paralje]

program, The general probleml!is that one must be able to
successfully and simpiycapture this natural parallelism and describe
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| ¢ Insome universal System ofconcepts, based on such orinciples a3
simultaneity of many events, bproximityo f actions, etc,==ii8s» a
system of concepts inwhlcha phenomenon is represented as a Set of
many elementary progessesoceurringina SpPac® simultaneously and
Interacting oniy with neighboringRProcesses, T h eorlncipleo f
determinism (Indeed understood!{na broad sense)|sthe basisof this
approach; lt say3 in the given case that ifa phenomenon at Some
momentis described as a set of initial states and mechanism3 Of

Interaction, then theentiresubsequenthlistoryispredetarmined and
ecanb e observed, measured, and computed, The spacereferred to does
not necessari'!y have to be physical and <continuous-it can be

discrete, finite, etc,; it is only important that the concept of the
immediate nelghborhgodb e determined,

Thisprinciplei squltewel|l known and In factweapplyit In

many situations (in cartlicular,ailmethods of describing phenomena
in differential form are Dbasedon It), The real and far from trivial
problem is toconstructivelyformulate - thispringlipleing universal
form representing al! the essentials that must be embodliedi n
parallel programs, i(nviewo f t h ediverse computatlionaluniverses| n
whieh Informational] models of phenomena of interest to us mayb e¢
embedded,

On the whole, programming under such an approach dlsappears
as a separate task and becomes an inseparable constituent and maybe
even thewholeof the Problemofdeseribingthelnitialsituationtfor
t hecivenphenomenon,

Under a pure formulation of this question, the problem of
translating “ordinary” notation into a Parallel one also does not
arise, since natural parallelism | sprimary and theconceptof
"ordinary" notation |osesl t s meaning, However, a pure formulation
of the question Js not possible, sincethe entire computational
aspect concerned with the desjdnof the arithmetic model of the
pheromepon bears |mprintsof the inherently seauentia|processes o f
logical reasoning whieh are the foundation of any algorithm,
Therefore, any systematic attempt to construct a direct bridge from

natural Parallelism to 1%ts Impiementatfon {in a computing System
reqguiresa n essential revisiono f all numerical analysis and the
apparatus of mathematicalphysics, Anadditionaland no less vast

problem Is the _deslan of sueh a system of concepts in which anynteractlionoccurringln nature is describeda s aoprocesso f
informatlonexchange, and in which the Interacting element ofa space
Is represented as a miniature, universalcomputerwithmany Iinputand
outputl| lines doingthe required information Processing,

If we turn to the third component of natural parallelism,

then It Is Immediately mnecessar,to make ahypothesls about an
appropriatecomputing system, It is perfectly obvious that a computer
environments [1] is the first candidate for such a system, A
consideration of such anaeanvironment prooer|yisdeferred untll|l the
conclusion of this paper, butltshou|dbe mentioned here that if

therels enough computingpower, wec a nassocliate a separateunitof
the environment with each element of the Space, all control and
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implamentationo f the computational process reduces to the
construction and start-up of the environment, The environment

reproduces the described phenomenon almost "one=for=-one",an dthereby
frees usof concerns about organlring the computational process,

However+ the Problem becomes substantial|{y morecompiex |f
| t he paralle|processconsistsOf Just one element more than the

aval lable number of units of the environment, Verycomp|ex problems
of accountingfor boundary effects and of rearranging the environment
during implementation of the computational Process then arise,

| Concluding thisconsiderat!ion Of natural parallejism,w e note
thatwebeganwlith a statementa sto t h eattractivemesso f the
approach and then turned attention to the fact thatwlth{tsome
problems dlsappear,Howevar, the entire remaining discussion was
directed towards discreditingtheapproach, The dlscreditation Iles
fmthe fagtthatfordevelopment of the computstionalenvironmenta s
a universal approach!tl!st o orevolutionary,breaklngwlthm a n y past
conceptsand leadingto many problems on the level of fantasy;
therefore, It cannot be recommended as a guide for Immediateaction,

| At the same time, the author hopes that thisdlscred!tatlon
| doesnotresult Inany weakening Of thesearch for a 9eneral=-purpose

| scheme for introducing natural parallelism I ntoprogramming,| n
particular, this must not occur because Successful 8synthesiso f
natural parallelism and a computational environment in efficlent|y
operating technicaldevices would havea decisive result on research
into the structure and operatingmechanisms of the brain--the most

parfectcomputationglenvironment created by nature,

Concurrent computations In algorithmic languages, in
comparison to the approach Just examined, lowerusfrom the skioesto

| the earth, Thisapproachrepresents a somewhat minimal attempt to
introduce parallelism |Intoalgorlithmiclanguages,fully taking into
account existing technojogy, contemporary machinesarchitecture, and
the organization of Operating systems, The approach puts aside many

| questionsO fparallelprogramming,but {nreturn It permits us to
| use, even If onjy partially, those capabillties that today’s

techrologyrepresents, .

The descriptiveafacl|itiesfor denoting rparallellsm, about

which we speak inthisseection, are found in such languages as those
for simulation (SIMSCRIPT[2),SIMULA([3))and the "new generation"
of algorithmic |anguages~=-PL/1[4),ALGOL-68[5], Theexistanceof
these parallel, or concur rent, computational branches are clear|y
expllcated In a n algorithm, Branches parallel to one another
usually have a commonbeginning and end, Each branch, in turn, can
consist of sub-branches,Thus: ail program paralielismis explicitly
stated,a n d thepointso f branching and joining can b e determined

sTranslator’s note: "environment" |JsSusedas atranslation of the

Russian yord"sreda"  hichisevidentiyusedasa technical term In
the paver referred to,

:



syntactically. Branches cal uUSecommonvVariableSa n dcan Include

means forinterruption or suspension of branches depending on the
value of thevariable quantity, Thus, synchronization of concurrent
computationsi s accomplished, the explicit programmingof which is a
task for programmers,

The described approachs%til|does not offer inits general
notation any way of dividing the program Into parajlel branches,
since Useof the descriptive facilitieaso f parallielness IS not

formalized and Is completely urptothe programmer,

In the majorityoO f cases) the introduction of parallel
branches permits parallelexecution but does not prescribe it, In
the ease of a deviation from fuilparaliesjlsm, a well=-writtenprogram

permits the branches to be executed inarblitraryorder, which eases

the work of the operating system, However, In truth the existing
languages do not give formal rujes for defining a "we||=formed”
program,

The organization of computat]lonsfor a programwlth Parallel
branches takes place accordingto the Principles ofmultiprogramming,
where the program forso|vinga large problem!s represented %o the
"eyes" of the operating system Supervisoras a stream of related
small Jobs, One parallel branch ISrepresented as One Job, A kind
o f passportisset up for this Job, and stored In the operating
system, When the contro! reaches the branching point, a Call
(established there by the translator) to the supervisoris executed,
whichactivatesthe passports of the branches beginningat thatpolnt

and makesthem candidates fororocessing, The supervisor carrlesout
some planninga t the assignment of branches for processing, Its

purpose is to maximally load units(or processors) that are ablet o
operate together, and it attempts to achievecompletionofall
parallel branches as rapidly as possible, Since only & concurrent
outputat the convergence pointwilipermitanadvance to the next
point!nt h e program,

This method is practicalonly when points of branching and
convergence occur felatively infrequently, This at once imposes a
sgrious |imltatlon on the degree of parallelism and on the number of
nermissible branches, Another | Imitation is that the paralie|

structure of the program is Statlcand!in fact does not permits for
example, expansionO floops,

Asynchronous programming, from the author's viewpolnt, has
the most rlghtt o becalledatheory of Parallel programming, and
therefore Will be considered more thoroughly, The first results Of
the six-year work of the young mathematicliansV,E, Kotov andA,S.
Narinf‘yaniformt he fundamentals of this theory [6=9), The work of
the American mathematiciansKarpa n dMijlerfiZ])isrelated to thls

direction, Asynchronous programmingfrom the very beginning has
developed as a mathgmaticaltheory, based oncertain axiomat!cs, And
Int hislleslts meritand its Imperfections, No computing systems
have vet been designedo r translators created according to the
principleso f asynchronous programming, But t he theory of
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asynchronous programming promises to!

~eprovide a preclse concerto f a parallel (asynchronous)
program}

--describe aclassofcomputingasystems)

-~rlgorouslydefineprogramequlivalencel
--formulate criteria of the correctness of paralleiprograms

for aglvensystem;
~-define degrees of parallellsm and maximum paralle| ism;
e=constructivaly prove the possibility of formal translation

of an ordlmary Drogram Into a parallel program possessing maximum
paral le|lsm} )

eestydy certaininternal problemsof parallel Programming,

An addltliomal characteristic of asynohronous programming |S
thatinltstheoreticalaspect It Islinkedwith the already rather
well-developed theory of Sequential Programs--Program Schemes (111,
t his assoclationisstli|| not fully developed,but the prospects of
doingsoare clear,

we shall examine the fundamental concept9 of asynchronous
programming, Thelnitlalconceptl!sthat of a quasiprogram, which Is
represented as an arbitrary Set of statementsoperating on amemory
which conmslistso fvariaples, Astatement [|%a multi-pole "black box"
which assigns output valuesto Itsoutoputiinega s functlons of its
inputs, Agssoclatedwith sach statement input a n d output pole are
variables, The Inpytvariables supply the statement with values from

memorys andthe output variables accept the outputs of the statement,
Each statement can be In one of three states: dormant, ready, or

functioning,

A quasiprogramis executed In a computing system In the
following manner, At themoment of start-up, theinitiaistate of
memory is assigned, Allstatements are dormant, The operationo f
tha sys tem consists of a succession Of changesIn thestates of the
computation at separate,discrete moment9 of time, At e8Ch such

moment, the computing systepcan transfer Statements fromone state
to anothe., withonjy a peadystatementable tobecome a functioning
one,

Ifa statement becomes funetlioning, it recelves at that

moment from memory values O f argument s, If astatement stops
functioning, It transmits to memory at that moment the values of
eomputed results,

The progress of the computations can be depicted graphically
In the form of a computational process, represented as a time diagram
of the switching Statements on and off, whereby "on"{s understood
transfer to the functioningstate, and by”"off" IS understood exlt
from the functioning state, An Interval of the time diagram spanning
moment9 of on and Off switchingsreflects one statement action(Flg,
1).

From thls computational process it | s possiblet oO
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unambiguous plot f{tsImportant characteristics=-toconstructa n
Ifnrmation<®ogle graph,...,The, oriented graph {s withoutcycles, and
{ts vertices a r et h estatement actions (Flg,2), From vertex A there
{s an arc to vertex B If at actionB some of | t sarguments recelves
Information assignedbysome result of action A,0f if actionA in a
direct way has an effect on actlionB, Theconcept ofa directeffect
of one statement on anotherf{saquitecompliex|{ydetermined,but the

example of Flg, 3 gives some Impressiono f I|Itsnature, Here,
statement S,1 directiy affects statement S,2,whereasS,l1 has no
effect on S¢3, Statement S«2affectsSé2onlyindirectly,andSé¢land
S¢3 directly,

The Informatlion~logle graph, on the one hand, retains some

necessary minimumo f information that makes it noss|blet 0
re-establish the way of processing the inputdata of the
computational process Into the finalresults, Ontheother hand, lt
ignores less essential detallsof the progressof the computational
process,

The fundamental characteristic of asynchronous programming |s
the assumpt!ono f non-uniqueness of the execution of the computing
system to a quasliprogram, General |y speaking,lti sassumedthatthe
system has some parameters or degrees of freedom thatare not fixed
by the guasiprogram, This means that for a given auastprogram for
some Initial memory state, the system oan Implement80me sect,
possibly infintte, of computational nrocesses,

A quasiprogram{ss called a Program for a glven computing

system |f for any assigned Initial memory state all computational
processes Implemented for it by the system have the Same
Information=|oglie graph, Thus, an Information=iogicg rap hls
Invariant, guaranteeingaccuracyo finformationprocessingunder any
behavior of the computingsystamexecutingthegivenprogram,

The computing system’s greater degree of freedom ISduet o
thefollowing, tis assumed that each statement In a program [Is
equipped wWlth a predicate that ha9 some Inputs from memoryjthls
predicatelscalleda trigger function, The statement an dlits
trigoer function gare called a block, In executing the program, the
systemcontlnuous|y computes the values ofaljtrigger functions of
the program btotks, Block9 with trigger functlionsequaltolare
consideredto be readyswhl|ethe others are dormant, Atany moment
in time, the system can Swlteh any ready blocks on or switch any
functioningonesoff, Computing systems of this type are called
asynchronous systems,

Thus, we sea that asynchronous program9 have a very Important

quality: nrotectionfromarblitrarinessthat the system may exhibit
with respect to the moments of switching of ready operatorson, the
timeo fthelr wexecutlonio the amount0f comput| ng facllltles
available for appointment of the ready operators for operation,An
asynchronous programdoes not Impose any Specific reaulrements for
the computing systemregarding | t s time characteristics o r computing
power (number of processors). Moreover, system characteristics can
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be altered dynamlga|ly, without anylossof program runvalidity.

The concePts of the degree of parailelness, or the degreeo f
asynchronousness, are Introduced in asynchronous programming in an
interesting manner, Quantitative measures of asynchronousnesss are
not used’ however, |(tispossibleto determine that one program Is
more asynchronous than another, and alsoto dJdetermineth e most
asynchronous program amonga set of programs belng compared for
asynchronousness,

We shzii consider tw oprograms,Psl an dP+¢2,equivalentin
the sensethat foridentlical Initlal memory states they generate
computational processes with Identical information=fogl¢c graphs, For
each Information= logicgraphlL there are,correspondingly,sets Ml
and M+¢2 of thecomputatlonalprocessespossessedby such graphllL,

Thus,if for any IL, Md]» M2, then Pl possesses greater
asynehronousness, In this way, theProgramthatallowSthecomputing
system greater flexibility jn the range of computatjonaj precesses
resulting | n thegiveninformation-graph Isrecognizeda sbeing more
asynchronous, Thergare no expjiclt statements about more or 1aSS
parallelism , and thisiscorrectsincethe degree of ParaljelnessoO f
a programlis actually determinednoton|ylinherent|{y,but also by the
capabllitlies Of the system, However, |fprogramPil canbe executed
by all thesame waysascanP+¢2, and lInaddition bystil|lother ways,
then there issomechance that I%¥has greater paraljalness,;and
anyway not |ess,

] The degree of asynchronousness also has a more constructive
form of determination, Tne deareeo fdiversit .,i n.,a,ecutingprograms
inthefinal analysisrestson the seto  oYnary’relations among
program statements for determining whether Or not restrictionsexist
on therelativeorderofstatementexecution, the SEIS of these
binary relations forms a dependence graph, The fewer edges the
dependence graph has, the more asynchronous js the program, If the
Program has a dependenge graph such that removal of any edge from jt
clearly destroys thelnformation=loglc connections of 3ome execution
of theprogram, then such a program has maximum asynchronousness,

AS already mentloned, the theory of asynchronous programming
offers a constructive method fof formal transfer from sequential

programs, considered Inthe form of program schemata, to asynchronous
programs of maximumparallelness, This transfer takes place In two
stages, In thetflrststage, several equivalent transformations of
the scheme jtsejf occur, and then a single transformation of the
scheme Into an asynchronous program lsperformedithelatterconsists
of "splitting"the scheme Into the Individual statements and of

assigning for each statement itstrlgger function,

| tappears thata barrierinthe path Ofconvertingfrom a

programscheme to a maximally asynchronous program|ieslin the fact
t hat the Internal asynchronousness of a Schemecanbeproventobe
actually Jess than {ts potential asynchronousness, This dlfference
results in an unsuccessful allocation of memory, Imposingartificlal
connections between statements, and In Imperfect multipilcatlomnoO f
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some Statements into severa | Instances which, when executed

simultaneously, can extend the rang8 of Program executliong. Two
Pairs of statements, depictedIn Fig 6 4, serveas anexampleOft he
difference between internal and potential asynohronousness, Since
the samevaluey isusedineach pairto transfer Information; t hese
twopralrsof Operators cannotbe executed concurrent|y. which would
bepermissible!lf jn cach palrltsownvarlableswereUsed,

In the work of V.E, Kotovs amethodology {sofferedfor
transforming any Program Scheme Into an eaulvalent scheme, the
internal aSYi icnPoNOUSNESS o f wh | ch reaches its potential
asynchronousness,

Int h e devejopmentof a theory O f parallel programming, t

was unclear earl ef whether or not, without sSacriflcing generality of
results, quantitative Indicators of the passageof time could be
fngcludeds threadingo n the temporal axis 9nly thefact Of the
occurrenceof events, and not thelr duration, The assumotfon that
all changes In state occur lnstantaneous|y,iIncluding the actlons of
statements, 1s the extreme expression of thi8 abstraction, 1Y has
been shown by A,S, Narin’yan! that for any Information-logic graph
there exjsts an executable computational process in which all
statements actlvatelinstantaneous|y(the so-called reducednprocess),
Moreover, it has beenshown by hjmthat If a cauasiprogram_ Is a
Program for a computing system wlth Instantaneous actlono f
statements, then {twlijalsobethe program for a oomputlng System
with any projongedaction of statements,

Contjnuous computationof trigger functlons occupies a
signiflcantplacejn the exeecutlon of asynchronous programs, [ff such
a nrocess is to be implemented IN areal System, maximum
simplification and accejeratjon of this computation becomesv e r y
Important, From thls viewpoint, the result obtalmed by 2,

Zvinogrodsk|J* is very Interesting, It shows that for any
asynchronous program {it i spossible to constructlvejy find its
equivalent program such that all trlgger functions Int h a t program
have the form of Joglcal functlonso ff elementary conditions
axpressingonly the fact of theactlonof the operator, Thls makes
lt possible Without Josso f generality t o attribute to the
computationof trigger funotjons a speciflc appearance that permits
realization using interrupt registers and other high-speed hardware
faclilities,

#» Private communication

Discussiono fthe Structure O ff Computing Systems

the US8 Of blnaryswltchingandthe reallzation of Boolean
functions remainforthe foreseeable futurethe fjrm foundatlono f
electronics, based |n {ts most direct form on theorinclpalof

digcrete actions, However» the “embedding” Of elementary binary
structures within larger structures reflectinga n a priori
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aigorithmic basic of programming must be one of the fundamental

orinciples for achievingpre=-emlnenceof programming over hardware,
The author has already mentioned that the established ajgorlithmic
basis (arithmetic actionsandrelationson numbers, associatliveand
addressed Information Search) has an historical nature and, possibly,
issubjJectt orevistonfrom the tenets of naturaloparallelism,
Nevertheless, we do notpresentiyses the Ppossibilltyo f stepping

beyond the |imitso ff thisalgorithmicbase,which, tozpolnt,is
taken fully Into account in contemporary al@orithmle languages and
the axiomat!{es of the theory of programming,

Therefore, the author specifically does not recommend

homogeneous binary computational] environment s With . dynamic
restructuring a stheprimarycandlidatefora computationalunlverse,
Becauseof Itsunliversa|lity, any such compjiex will lose out 1n

proguctivity to a computing system inwWhlech the structure of the
algorlithmicbase (accumulators, multipliers, In1exregisters, address
matr Ices, ete,)Izintroduced a prlor} atthemomantof design and is
Implemented with the assistanceof arlcharsenal ofspeclal devices,

In particular, the author considers advisable the

preservationo f the established separationbet ween the organization
of Informatlonprocessing In actl¥e Processors and its Storage in a
passive store, Ajlarge volume ofa common memory With random access
lsthe mostsultapleunitforporogramming, "absorbing" a n d decoupling
gl! difficulties concerned wlthboundedness, with thenecessityfor
fast commutation of processorsfar some operation In a sequence that
wasnotpredictable earjler,

Distributfono f memory among processors leads to the
necessityof establishing more rlgidsynchronization, In fact, If
processor A transfersresultso fitsoperationt oanother processor

Bothenth!S means that the results at A consist of only part of that
fnformatilon Whlichisneeded for the operation Of B(ifthlswere not
80, then A could continue the operatlonitself,wlthcut transferring
It to B), Butconsistentreceiptofinformation by processor B from
various parts of thesystem can lead toa conflioctwliththe desire to
utilizeas fully aspossibletheproductivityofthe processor and to
notcreate downtimes, since general |y speaking It is possiblet o

guarantee such productivity only under "egui=accessibi|lty" Of any
operationto anyprocessor, which contradicts the principla of nenory
distribution, Anothar threat to productivity from memory
distribution is thatinorder to orovide remote data transmission

connections, toomanyprocessors must operate only as transitpoints,
Thus, a homogeneous system of many processors With a distributed
memory becomes economfcaiiy Justifled,intheoplinionof the author,
only when the utilization factor for the processors nay be
comparatively low and !S measured by roughly the same values as the
utilizatlonfactor for the core memorylocations,determined by the
number of location accesses relative tot he durationofthestorage
o finformatlonint h elocation,

Thus, as aprimary candldats for the computing system of the
Immediate future, the author advocates a homogeneous computing system
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ona common memory with sufficiently well developed proc¢essors

structured on an egtabllghed ajgoplithmic bage, Thig reagoning,
hoyever,isinn eed of some closeeyxamination,

First, the programming for 8SUCh a system must be based on the
principles of asynchronousness,singe t( he architecture ofthlstype
of systemIS most adequate to an abstract mode! of the computing
systemusedin asynchronous programming theory, In addition, orogram
asynchronousness makes very simpje the problemo f asslaning
processors to operatlons, Including dynamic assignment,If only the
problemo ffast scanning of t h eprogram’Strigger functions is
solved,

Second, the system must Inejudetheprincipleof separating
strictly computationalprocesses (executionof program statements)
from ocOntfol processes (scanning trigger functlonSo r external
Interruptsignals and assigning processors toanoperation),

It is Very temptingto concentrate the controlpr oce ss In a
spacial processor, called here the monitor, Processor general
reglstersmust be accessible, on the one hand, tot he monitor, while
on the other hand the monltor must haveln Its own memory the
complete” ioglical scheme" of any Program presented to Jt In Its
capactitya s a generator ofa flow of requestsfor a Job to be
executed, Processingthese requests by the method of assigning
processorst o various Jobs constitutes ( h ¢ essentiajasnectof
control,

Suchanapproachis of interest also because,it seems to the
author, itpermitstheun!ionwithin the framework ofasinglesystem
architecture of what would aopear t o b econtrasting types of
operations, such as t h eorganizationo tf multiaccess use fl,e,,
allocationof the computational resources among a flow of weakly
connected Service requests), a n dparaliel,multiprocessoroperation
(1,8.,» concentration of the computational resources for the solution
of one large problem), Thlsun|tylsachieved by the fagstthat if we
examine the "anatomical structure” of the process of controlling the
solution ofa large problem written{in the form of an asynchronous
program,thenthis structure-would appearas alimit case of the fjow

of requests for operatlionsina time=sharing system,

Separating control outas anl!ndlvidualprocess,serviced py
the monitor, hasi{tsown weaknesses, One of these is that critical
requirerents are imposed on the speed of Scanningtrigger functions,
assigning processors to anoperation,andl!oading processor register
stores, Another factor is thatocentrali{zationof control reduces
systemreffabillty, A different scenario Is one In whleh each
processor |tse|fsearchesoutltSsownnewjobassoonasltfinishes
ttsexistingoperations, Thlisrequires the creation i nthe common

memory of a special "laber exchange", access towhlehisopen toevery Processor, Thi9 exchange can be duplicated @r can have
"pranches" In segments of the store, preferably those asgogiatedwl!th
glven processors,
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Acknowlgdgingthat itls premature to make final Judgments on
the USS Of centrallzedor dl!strlbuted control, the author
nevertheless conslidersthat!tisnecessarytofully carry out the
developmento f methods for oeentraliZedcontrol,A considerationoO f
control as a Self-contalned function, suitable alse for special
maraware Implementation, hasparticularsigniflicance in anyobJectlve
solutionof the proplemof therelatlonship between programming and

hardware facilltiags forexercisingcontrolover acomputingsystem,
Operational experience withwel||=deve|opedoperating systems forbat h
batchoporoceassing andmultiaccessuseh aslindicatedthat the control

processes have “halrownalgorlthmicbase, the structure ofwhlchean
and must be embedded Inspeclalhardware, Thisdoes notexclude,
however, the fact thatthisaurrentiyspeclficbase wl]| eventually
merge WIiththe "generalalgorlithmie" base, However,thlsshould not
be taken for granted; It would ha¥e to come about as t h eresulito f
solving a clearly Stated problem,

Concluslan

What, from the Vviswpolnto f the author, must be the
fundamental directions for work In the area o fprogrammlngfor

parallel computing systems?

First, It Is necessary to implement In contemporary
algorithmie languages such paralie| programming facllilitlesa s
parall|@ibranchesof concurrent computations,

On the basls of the methodology of asynchronous programming,
It seems thatone could supplement”manual" methods by facliltles for
automaticdeaterminationofparallelbranches for reductliono f the

number of parall@a] branches, makingremainingones longer, and the
checking ofa Parallel program’s asynchronousness, These techniques,
py the mld=seventfes, could be fully Implemented on even operating
systems for thirdegenerationmui|tiprocessor computer conflgurations,
Some fundamentals for such technlgquesScanbefoundalreadyIn our
existingoperatingsystems(121,

The second direction, whicht h e authorbelieves can provide
the rlehest resultsbyY the end of the seventies:must be fora
comprehensive designo ff asynchronous programmlngas a completed
theory, linked with the formal theory of sequentialprogramsinthat
ftwould become a working instrument of Parallel programming,

Efforts must be concentrated on solution of the

following Problems:

~=the mechanismf o r computing trigger functions}

~=derivation oft h e"|oglcalseheme"o f a parallel program
dur lrg the translation process and | t sdynamic augmentation or
alteration during program running;

. ~=a|gorithms for dynamicandsStatic assignment of processors
to a noperation;

--methodologies for fastcommutationofprocessorsdurlngthe
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expansliono fsequentfal cyellc computations:

~eorganlzationo f bufferinganddynamicloading of a faster
store froma slower one; -

-study Of the capabliiitieso fdistributeda n decentralized
controls}

~«finding a specliajajgorithmic base for control processors
in computing systems,

_ Successful progress! n these directions, In the author’s
opinion, WI | | relp US by the end of t h eseventles obtain
fourth=generat!os computing systems wlth productivityratings greater
than 1828~-ml|jionoperationsper second,

As the third direction, ltiS necessary to support research
on a broad front {nto computational environments with fd@undamental

study oft h e following questions?

--the search for the mostappropriateuniversal computational

cellanddeterminationof the degreeo f | ts connectivity with ¢ nh e
environment;

--study of boundary effects In bounded environments and t he
Problem of dynamlcrestructuring of the environment;

--research fntothe capabliitiesand feasibliityof bulldlng

"multiplie™, mutually penetratingenvironmentswithvarlous funetional
purposes (for example, control and operating, computing and
transporting environments;

~=deve lopment o f concrete 8sSpecial=appllication devices for
problems wh os e strugturelsinlitse|f suffilclent for the selected
environment structure;

--development of theoprlneciples of natural parallellsmand
then onthatbasis areconsiderationof ourajgorlithmicpbase,

Intheopinjonof theauthorsinthe eighties computational
environrents wl|| become a competitorfor conquering t h e problemo f
increasingthecellingonthe Power Of computational facilities and
the creation of anartificialintelilgence,
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