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Introduction

The authorisdeeply convinced that programming problems are
decisive In the overalldesignandutillzatlon of parallel computling
systems, O f course, theenglneerusing 'his ‘imaglnation can fairly
rapidly propose one or gnother des!ign for such a computing systemand
even bring It into beingih e does this through anal>gy or,
conversely, *hrough the method o¢fselecting acontrastingdesign,
Thfs approach, however, necessarily leads toa Situation [n which
programming prohlemsS pecome secondary, and the degree of freedom
avallablel nsolvingt h e misautomaticallylimited by a prescribed
structure that is frequently not responsiveto essential points,

"The prodblemo f programming (S oV @essentially segondary
importance when one speaks 0f a particular task that must be solved
on a g¢glven machline, However, the problem of programmlng is of
Drimat‘yImportancefnanythoughtfulaDDPoacht0 the design of a
computing system, in the sense that the developer must by the
strength of his own penetration into the essence of the matter
mentally include {m the deslgn the complete set of all possible
programs andalgorithms,On the bhasls of an analyslso f thelr
internal properties, structures, and external characteri{stics,he
formulates deslan nrinciples tot the computing system These
principies must be adequate for the examined propertiesofthe
programs, and--most Important-must be appropriate for reducing the
programring task toaformal procedure and for automating It,

Automatlionoforagrammingfor Parallel computingsystems!s a
baslicnecesslity fora numberofreasons,

Flest, the descriptiono f a parajllel program is not
characteristlic of the nature of man'salgorithmicthoughtprocesses,
In fact, thls Is trueonlyto the extent that we are considering the
Implementation on a comput ! ng system of a task speclfled| n
algorithmie form, Today this |Is the most common way of Statin% a
problem} however, ifnthe future thiscould change,since paralle|llsm
fna problemisfrequentlyimpllcitinitsinitialformujatingandls
artificlallydrivenout b yalgorithmlizatlion,Thiswlll bed iscussed
Inmoredetalibelow,

Second, Independent of whether man thinks "sequentially" or
"In parallel»” he tends to think laconically-to seek compactness In
problem formulation,A t the same time, studles on the design of
parallel programs indicate that Inmany cases complete paralle|lsm
can be achleved only under <conditions of potential|y unlimited
"multip|icatlion"o fsomelnitial program constructions, where the
muitiplication s associated with systematic modificationoft he
constructions, Thus, some portion of theprogramming process hecomes
an organic partof the oomputational process and therefore must
necessari|yb e transfarredto the machine,



InthisworkanattemptWi|{] be made to demonstrate the
pre-eminenceo f proegramming gver hardware design. of a computlng
system, The concepts of oparalje| programming establisheda t the
present time will beexamined, and on thisbas!/san evaluationWwll|
bemadeof severalapproachesto the structure 0fcomputing systems,
Due to the general laok of development of the problem,thisanalysis
will b e superfliclalandinplaces evenspeculative, However, the fog
that obscures ourujtimate goal can be dissipated only !f we boldly
stepout Into It, Onthe other hand, anattempt willbemade t© put
forth some recommendations from a real|lstlegposition, takim@into
consideration contemporary “technical capabl|ities, historically
establ!!shed frameworks, and other currentiimitations, - Flnallysthe
paper!siimlitedin the sense that it!Snot a balanced, ?nOIUSWG
survey, but only reflects thepersonal viewpointofthe author,
nurtured however over a long perfodoftime,

Baslc Concepts Of ParallelProgramming

In any theory of parallel programming aspiringt o
comcleteness, there are three components that mustpepresent:

.=y way o f describling a paraj|le|l program (parallet
programming facl|ities);

-=a way of derlving a paralle! program from ordinary
algorithmic notation(deseauencing of sequential algorithms);

--a way of executing a parallel program (specification of the
computing system, assianment of processors to jobs, control of the
parallelcomputationalprocess),

The recommended structure for a computing system must be
derived from basicprinciplesrefiectingthe most essential aspects
ofeachof these components,

Three approaches to parallel programming can beexamined,and
will beconditional|y designated as follows:

-natural Parallelism,

-concurrentcomputationsinalgorithmiclanguages,

-asynchronous programming-,

Natural parallelisml!ls far from what might be somehow

considered a comprehensivetheory. However, some of ltsfundamental
considerations are quite clearand in many respects highly attractive
and dlstinctive, givinguU s the rilghtt o regard tt as 4 baslie

approach, This theory does not have aspeciflecadvocate, although it
{s carried on thewindand appears tacitly In many works, Therefors,
it isdifflcultto clearly speclfysources for it,

Thebasicthasisofthistheory is that innature everything
in fact takesplacelnParallel, and the morelliteraljysome actual
processi sdescriped, theclosersuch adescriptionisto a paralle]
program, The general problemls that one must be able to
successfully and simpiycapture this natural parallelism and describe



It InsomeuniversalSystem ofconcepts, based on such orinciples a3
simultaneity of many events, proximityo f actlons, etc,-=ii8s» a
system of <concepts inwhlcha phenomenon is represented as a Set of
many elementary proceassesocecurringina Spac® simultaneously and
fnteractingoniy with neighboringprocesses, T heorlncipleo f
determinism (Indeed understood!na broad sense)Isthebasisofthis
approach; Itsay3 in the given case that ifa phenomenon at Some
momentis described as a set of initial states and mechanism3 Of
Interactlion, - then theentiresubsequenthl!storyispredetarmined and
eanb e observed, measured, and computed, The spacereferred to does
not necessari'y have to be pbyslical and continuous-it can be
discrete, flnite, etc,; it is only important that the concept of the
immediate nelghborhgod b e determined,

Thisprincipiei squltewellknown and In factweapplyit In
many situations (in cartlicularsailmethods of describing phenomena
in differential form are basedon It), The real and far from trivial
problem is toconstructivelyformulate thisprinciplelina unlversal

form representing all! the essentlals that must be embodiedi n
parallel programs, jnviewo f t h ediverse computationaluniverses| n
which Informationa| models of phenomena of interest to us mayb ¢
embedded,

On the wholg, programming under such an approach dlsappears
as a separate taskand becomes an InsSeparabjle constituent and maybe
even thewholeof the Problemofdeseribingthelnitialsituationfor
t hecivenphenomenon,

Undera pure formulatlon of thisquestion, the problem o f
transliating “ordinary” notation into a Parallel one also does not
arise, since natura| parallejlsm | sprimary and theconceptof
"ordinary"” notation loses| t s meaning, However, a pure formulation
of the question (s not posslible, sincethe entirecomputational
aspect concerned with the desigdnof the arithmetic model of the
pheromenon bears |mprintsof the inherently seaquentia|processes o f

logical reasoning whiech are the foundation of any algorithm,
Therefore, any systematic attempt to construct a direct bridge from
natural Parallelism to 1%¥s Impiementatfon In a computing System
requliresa n essential revisliono f all numerical analysis and the

apparatus of mathematical physl¢s, Anadditionaland no less Vvast
?roblem Is the _deslan of sueh a system of concepts in which any
nteractionoccurringln nature is describeda s aprocesso f
fnformatlionexchange, and in which the Interactingelement ofa space
Isrepresented as a miniature, universalcomputerwithmany Inputand
output|lnes doingt he required information Processing,

If we turn to the third component of natural parallejism,
then It Is Immediately mnecessar,to make ahypothesls about an
approprliatecomputing system, It is perfectly obvious that a computer
environments (1] is the first candidate for such @& system, A
conslderationof such anenvironment proper|yisdeferred untl|l the
eonclusion of this paper, butl!tshouldbe mentioned here that if
therels enough computingpower, wec a nassoclate a separateunitof
the environment with each element of the Space, all control and
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implamentationo f the computational process reduces to the
construction and start-up of the environmant, The environment
reproduces the described phenomenon almost "one=for=one",an dthereby
frees usof concerns about organlring the computational process,

However+ the Problem becomes substantial|y morecompiex [f
t he paralle|processconsistsOf Just one element more than the
aval lable number of units of the environment, Verycomp|exproblems
of accounting for boundary effects and of rearranging the environment
duringimpiamentationof the compytationalProcess thenarlse,

Concluding thisconsiderat!ion Of natural paralliejism,w e note
thatwebeganwlitha statementa st t h eattractivemnesso f the
approach and then turned attention to the fact thatwl/thitsome
problems disappear,Howevar, the entlire remaining discussion was
directed towardsdiscreditingthe approach, The dlscreditation |les
Inthefagtthatfordevelopment of the computstionalenvironmenta s
a universalapproach!t!st o orevolutlonary,breaklingwlthm a n ypast
concepts andleadingto many problems on the level of fantasy;
therefore, It cannot be recommended as a guide for immediateactlion,

At the same time, the author hopes that thisdlscreditatlon
doesnotresult Inany weakening Of thesearch for a 9deneral=-purpose
schere for Introducing natural parallelism Intoprogramming,I n
particular, this must not occur because Successfu| synthesiso f
natural parallelism and a computationajenvlronmentin efficlently
operatingtechnicaldevices would have a decisive result on research
into the structure and operatinamechanisms of the brain--the most
parfect computationglenvironment created by nature,

Concurrent computations In ajgorithmic languages, in
comparison to the approagch Just examined, lowerusfromtheskiesto
the earth, Thisapproachrepresents a somewhat minima| attempt to
introduce parallelism Intoalgorlithmiclanguages,fullytakinginte
account exlstingtechnojogy, contemporary machinesarchltecture, and
the organlzation of Operating systems, The approach puts aside many
guestions O fparallelprogramming,b ut fnreturn |t permlits us to
use, even |{f onjy partially, those <capabillties that today’s
techrologyrepresents,

Thedescriptivefacl|itiesfor denoting paralliellsm, about
which we speak inthissection, are found in such languages as those
for simulation (SIMSCRIPT[2), SIMULAC[3))and the "new generation"
of algorithmic Janguages-=PL/1[4),ALGOL-68([5], Theexistenceof
theseparallsl, or concur rent, c¢computational branches are clear]y
expllcated In a n algorithm, Branches parallel to one another
usually have a commonbeginning and end, Each branch, in turn, can
consist of sub-branches, Thuss ail program parallelismls explicitly
stated, a n d thepoints o f branehing and joining can b edetermined

sTranslator’s note: "anvironment” Jsusedas atranslation of the
Russianyord"sreda"  hichisevidentiyusedasa technical term In
thepaverreferred to,



syntactically. Branches caN USecoOmmonvVariablesa n dcan Include
means forinterruption or suspension of branches depending on the
value of thevariable gquantity, Thus, synchronization of concurrent
computations i s agccomplished, theexplicitprogrammingof which is a
task for programmers,

The described approachstil]l does not offer inits general
notatlon any way of dividing the program Into paralle| branches,
since Useof the descriptive facilitlieso f parallelness IS not

formalized and Is completely uprtothe programmer,

In the majorityo f cases) the introduction ofparallel
branches permits parallelexecutionbut does not prescribe it, In
the ease of a deviation from fuil paralle}jlsm, g well=-wrlttenprogram
paermitsthe branches to be executed {narblitraryorder, which eases
the work of the operating system, However, In truth the existing
languages do not glve formal rules for deflining a "we||=formed”

program,

The organization of computatlonsfor a programwith Parallel
branches takes place accordingto the Principles of multiprogramming,
where the program forso|vinga large problem!s represented %0 the
"eygs" of theoperating system Supervisoras a stream of related
small Jobs, One parallel branchiSrepresented as One Job, A kind
o f passportisset up for this Job, and stored In the operating
systam, When the c¢ontrfol reaches the branching polnt, a Call
(established there by the translator) to the supervisorls executed,
whichactivatesthepassportsof the branchesbeginningat thatpolnt
and makesthemcandidates forporocessing, The supervisor carrlesout
some planninga t the asslignment of branches for processing, 1ts
purposeis to maximally load unfts(or processors) that are _ablet o
operate together, and it attempts to achievecompletionofall
parallel branches as rapidly as possible, since only & concurrent
outputat the convergence polntwi|ipermitanadvance to the next
point!nt h e program,

This method s opracticalonly when points of branchingand

convergence occur felatively infrequently, This at once imposes a
serious |imltatlion on the degree of paralielism and on the number of
permissible branches, Another | Imitation s that the paraliel

structure of the program is Statlcandin fact does not permit, for
exarmple, expanslon O floops.

Asynchronous programming, from the author’s viewpolint, has
the most rlghtt o becalledatheory of Parallel programming,and
therefore wWill be considered more thoroughly, The first results Of
the six-year work of the young mathemati¢iansV,E, Kotov andA,S.
Narin’yaniformt he fundamental!s of this theory{(6=9], The work of
the American mathematiciansKarpa n dMijlerfiZlisrelated to thls
directlion, Asynchronous programmingfrom the very beglnning has
developed as a mathgmaticaltheory, based oncertain axiomat!cs, And

Int hislleslts meritand its Imperfections, No computing systems
have vet been deslignedo r translatorscreated according to the
principleso f asynchronous programming, But t he theory of



asyrchronous programming promises to!

~eprovide a precl!se concento f a parallel (asynchronous)
program}

--describe aclassofcomputingsystems;

==rlgorouslydefineprogramequivalencel

--formulate criterla of the correctness of paralleiprograms
for agivensystem;

~-define degrees of pafalle|lsm and maximum paralle|ism;

~-constructively prove thepossibility of formal transiation
of an ordlmary Drogram Into a parallel program possessing maximum
paralle|lsm} )

~«stydy certaininternal problemsof parallelpProgramming,

An addltlonal characteristlic of asynohronous programming |8
thatinltstheoreticalaspect It Islinkedwith the already rather
well-developed theory ofSequential Programs--Program 8chemes (1113,
t his assoclationissti|] not fully developed,but the ©prospects of
doinrgsocare clear,

we shall examine the fundamental concept9 of asynchronous
orogramming, Thelnitlalconceptl!sthat of a quasiprogram, which Is
represented as an arbitrary Setof statementsoperating on amemory
which conmslistso fvagriabples, Astatement |8 a multi-pole "black box"
which assigns output valuesto Itsoutputiine9a s funetlons Of its
inputs, Agsoclated with saach statement jnputa n d output pole are
varlables, The Inputvariablessupply the statement with values from
memorysandthe output variables accept the outputs of the statement,
Each statement can be I n one of three states: dormant, ready, or
functionling,

A aquasiprogramis executed In a computing system In the

followlng manner, At themoment ofstart-up, theinitialistate of
memory is asslgned, Allstatements are dormant, The operationo f
the system <consists of a succession Of changes In thestates of the
computatlion at separate,discrete moment9 of time, At each such

moment,» the computing systepcan transfer Statements fromone state
to anothe,, withonjy a peadystatementable tobecome a functloning

one,

Ifa statement becomes funetlioning, it recelves at that
moment from me mory values O f arguments, If astatement stops
functioning, It transmts to memory atthatmoment the values of
computed results,

The progress of the computations can be depicted graphically
In the form of a computationa| process, represented as a tIme diagram
of the switching Statements on and off, whereby "on"i{sunderstood
transfer to the functioningstate, and by”"off" [Sunderstood exlt
fromthe functlioning state, An Interval of the timedlagram spanning
moment9 of on and Offswitchingsreflects one statementacgtlon(Flg,
1),

From thls computational process it | s possiblet o



unambiguousy plot ftsImportantcharacteristics=~toconstructa n
Iinrmation’ogle graph,w.., This, oriented graph{s withoutcycles, and
ftsvertices a r et h estatementactions(Flg,2), From vertex A there
s an arc to vertex B If at actionBsome of | t sarguments recelve
Information assignedbysome result of action A,o0f if action A in a
direct way has an effect onactionB, Theconcept ofa directeffect
of one statement on another{saqulitecomplexiydetermined,but the
example of Flg, 3 gives some Impressiono f Itsnature, Here,
statement S,1 directiy affects statement S,2,whereasS,lhas no
effect onS¢3, StatementS«PaffectsSé2onlyindirectiy,andS¢land
§+3 directly, -

The Information~logle graph, on the one hand, retains some
necessary minimumo f information that makes it posslblet o
re-establ|sh the way o f processing the inputdata of the
computational process Into the finalresults, Ontheother hand, !t
ignores less essential detallsof the progressof the computational

process,

The fundamental characteristlic of asynchronous programming |s
the assumptlomno f non-uniqueness of the execution of the computing
system to a quasliprogram, Genera| |y speaking,!ti sassumedthatthe
system has s ome Dparameters ordegrees of freedom thatare not fixed
by the guasiprogram, Thlsmeans that for a glven auastprogram for
some Initlal memory state, the system oan Implement8ome set,
possibly infinfte, of computatlional processes,

A quasiprogram {s called a program for a glven computing
system If for any assigned Initial memory state all computational
processes Implemented for it by the system have the Same
Information=loglie graph, Thus, an Information=loglcgraphlis
Invarfant, guaranteeingacouracyo finformationprocessingunder any
behavior of the ¢computingsystemexecutingthegivenprogram,

The computing system’s greater degree of freedom ISduet o

the following, Itis assumed that each statement 1In a program I8
equinped Wlth a predicate that ha9 some Inputs from memoryjthls
predicatelscalleda trigger function, The statement an dits

trigger functlon arecalled a block, In executing the program, the
systemcont|nuous|y computes the valuesofal|trigger functions of
the program Dbtotks, Block9 with trigger functionsequalitolare
conslderedto beready,whll|lethe othersaredormant, Atany moment
in time, the system can Swltehany ready blocks on orswitchany
functioningonesoff, Computing systems of this type are called
asynchronous systems,

Thus, we sea that asynchronous program9 have a very Important
quality: norotectionfromarbltrariness that the system may exhibit
with respect to the moments of switching of ready operatorson, the
timeo fthelr execution,o r the amountof computlng faclliities
available for appointment of the ready operators for operation, An
asynchronous program doeS not ImposSe any speclfic reaulrements for
the computing systemregarding | t s time characteristics o r computing
power (number of processors). Moreover, system characterlstics can



be altered dynamiga|ly, without anylossof program runvalidity,

The concepts of the degree ofparallelness, or the degreeo f
asynchronousness, are fntroduced in asynchronous programming in an
Iinteresting manner, Quantlitative measures of asynchronousness are
notused; however, (tispossibleto determine that one oprogram |s
more asynchronous than another, and alsoto dJdeterminet h e most
asynchronous program among a  set of programs belng compared for
asynchronousness, '

We shzii consider tw oprograms,Pslan dP+¢2,equivalentin
the sensethat foridentlical Initlal memory states they generate
computational processes with Identical information-joglc graphs, For
eachiInformation= logicgraphlLthere are,correspondingly,sets M.l
and M#2 of thecomputationalprocesses pnossessedby such graph L,
Thus,if for any IL, Mél » M2, then P41 possesses greater
asynehronousness, In thisway, theProgramthatallowSthe computing
system greater flgxibilftyjn the range of computatjonaj processes
resulting | n thegiveninformation-graph Isrecognizeda sbeingmore
asynchronous, Thergareno expjliclt statementsabout more or |eSs
parallellism , and thisiscorrectsincethe degree of Paraljeiness o f
a programisactually determinednoton|ylinherent|y,but also by the
capabllities Of the system, However, |fprogramPilcarbe executed
by all thesame waysascanP+2, andlinaddition bysti|lotherways,
then there issomechance that |thas greaterparaljalness,;and
anyway not|ess,

The degree of asynchronousness also has a more constructive
form of determination, Tnedeareeo fdfverslit . i r.a,ecutingprograms
ifnthefinal analysisrestson theseto benaryrehtlons among
program statements for determining whether Or not restr]ctionsexist

on therelativeorderofstatement execution, the S€1S of these
binary relations forms a dependence graph, The fewer edges the
dependence graph has, the more asynchronous js the program, If the

Program has a dependence graph such that removal of any edge fromjt
clearlydestroysthelnformation=joglcconnections of3ome execution
oftheprogram, then such a program has maximum asynchronousness,

AS already mentloned, the theory of asynchronous programming
offers a constructive method for formal transfer from seauentiaj
programs, considered Inthe form of program schemata, to asynchronous
programs of maximumparalle|ness, This transfer takes place In twe
stages, In thetlrststage, several equivalent transformationsof
the scheme jtsejf occur, and then a single transformation of the
scheme Into an asynchronous programlisperformedithe latterconsists
of "splitting”" the scheme Into the Individual statements and of
assigning for each statementitstr|990rfunction,

| tappears thata barrierinthe path Ofconvertingfrom a
programschemeto a maximallyasynchronousobrogram|liesin the fact
t hat the Internal asynchronousnessofa Schemecanbeproventobe
actually Jess than |ts potential asynchronousness, This dlfference
results in an unsuccessful allocation of memory, Imposingartificlal
connections between statements, and In Imperfect multipilcationo



some Statements Into severa | Instances which, when exeguted

simultaneousl|y,can extend the rang8 of Program executiong. Two
Pairs of statements, depictedInF ig ,6 4, serveas anexampleOft he
difference between internal and Dpotentlal asynohronousness, Since

the samevalue y isusedineach pair to transfer Information: t hese
twopalrsof Operators cannotbeexecuted concurrentiy, which would
bepermissiblelf jn ecach palrltsownvarlableswere Used,

in the work of V.E, Kotovs amethodology |scfferedfor
transforming any Program Scheme Into an equlvalent scheme, the
internal asyignfonousnesso f wh | ch reaches its potentlal
asynchronousness,

Int h e devejopment of a theory O f parallel programming,1 t
was unclear earl l8f whether or not, without Sacriflcing generality of
results, qguantitative Indicators of the passageof time could be
Ingluded, threadingo n the teamporal axis 9nly thefact Ofthe

occurrence of events, and not thelrduration, The assumotfon that
all changes In state occurinstantaneous|y,Including theactlons of
statements, I8 the extreme expression of thi8 abstraction, 1t has

been shown by A,S, Narin’yan! that for any Information-logic graph
there exjsts an executable computational process |in which all
statements actlvateinstantaneousliy(the so-called reducednrocess),
Moreover, it has beenshown by hjmthat if a cauasiprogram Is a
Program  for a computing system wi{th Instantaneous actlono f
statements, then {twlljalsobe the program for a oomputing SysStem
withany projongedactionof statements,

Contjnuous computationof trigger functlons occupies a
signiflcantplace jn the executlon of asynchronous programs, !fsuch
a nrocess Is to be implemented IN areal system, maximum
simpiification and accejeratjon of this computation becomesv e r
Important, From ¢thls viewpolnt, the result obtalmed by 2,
ZvinogrodsklJ* s very Interesting, It shows that for any
asynchronous program {t i spossible to constructlivejy flind its
equivalent program such that all trlgger functions Int h a tprogram
have the form of Joglcal functionso f elementary conditions
axpressingonlythefactof theactlonof the operator, Thls makes
1t possible Without Josso f generallty t o attripute to the
computation of trigger funotjons a speciflc appearance that permits
reallzation wusing {nterruptregisters and other high-speed hardware
faclilities,

#» Private communlication

Discussiono fthe Structure O f Computing Systems

the Us8 oOf binaryswltchingandthe reallzation of Boolean
tunctlons remalinfortheforeseecable futurethe f jrm foundatlono f
electronics, based |[n {ts most direct form on theorinclpalof
discreteactlions, However » the “embedding” Of elementary binary
structures within larger structures reflectinga n a priori
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aigorithmic basic of programming must be one of the fundamental
principles for achlievingpre-eminence of programming over hardware,
The author has already mentioned that the established ajgorithmic
basi® (arlithmetic actionsandrelationson numbers, associativeand
addressed Information Search) has an historical nature and, possib|y,
IssubJectt orevisionfrom the tenets of naturaloparallellism,
Nevertheless, we do notpresentjysees the possibi|ltyo f steppling
beyond the |imitso f thisalgorithmicbase, which, tozpolnt,is
taken fully Intoaccount in contemporary al9orithmlec Jlanguagesand
theaxlomatles of the theory of programming,

Therefore, the author speclflcally does not recommend
homogeneous binmary computational environment s with . dynamic
restructuring a stheprimarycandidatefora computationajunlverse,
Becauseof |Itsuniversallty, any such compiex will lose out in
proguctlivity to a computing system inwhleh the structure of the
algqorithmicbase (accumulators, multipliers, Intexraglisters, address
matr ices, ete,)lsintroduced a prlor} atthemomantof design and is
Implemented with theassistanceof arlcharsenal ofspeclaldavices,

In particular, the author considers advisable the
preservationo f the established separationbet ween theorganization
ofInformatlionprocessing In actlve Processors and its Storage in a

passive store, Ajarge volume ofa common memory withrandom access
Isthe mostsultagleunitforprogramming,"absorbing™a n ddecoupling
all diffieulties concernedwlthboundedness,with thenecessityfor

fast commutationof nprocessors far some operation Ina sequence that
wasnrotpredictable ear|ler,

Distributiono f memory —among processors leads to the
necess!ty of establishing more rlgidsynchronization, In faot, If
processor A transfersresultso fitsoperationt oanother nrocessor
Bythen thlsSmeans that the results at A consist of only partof that
fnformatlon Whlchisneeded for the operation Of B(ifthlswere not
80, then A could continue the cperatlionitself,wlthcut transferring
It to B), Butconsistentrecelptofinformation by processor Bfrom
varlousparts of thesystem can lead toa conflictwliththe desire to
utilize as fully aspossipletheproductivityofthe processor and to
notcreate downtimes, since general|y speakling It is possiblet o
guarantee such productivity only under "equiw~accessibl|Tty" Of any
operatlonto anyprocessor, which contradicts the principla of nenory
distribution, Anothar threat to productivity from nenory
distribution is thatlnorder to oprovide remote data transmission
connections, toomanyprocessors must operate only as transitpoints,
Thus, a homogeneous system of many processors With a distributed
memory becomes economfcaiiy Justifled,Intheopinionof the author,
only when the wutil|lzatien factor for the processors my be
comparatively low and IS measured by roughly the same values as the
utillizatlonfactor for the core memorylocations,determined by the
number of location accesses relative tot he durationofthestorage
o finformatlonint h elocatlion,

Thus, as aprimary candldats for the computing system of the
Imediate future, the author advocates a homogeneous computing system
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on a common memory wfth sufficiently well developed processors
stpucCtur®@d on an egtabllghed algo,ithmic bage, Thlg reagoning,
hosever,isinneed of some closeeyamination,

First, the programming for S8SUCh a system must be based on the
principles of asynchronousness,singce t he architecture ofthlistype
of system IS most adequate to an abstract mode! of thecomputing
systemusedinasynchronous programming theory, In addition, drogram
asynchronousness Mmakes very Simpje the problemo f asslaning
processors to operatlons, Including dynamic assignment, If only the
problemo ffast scanning of t h eprogram’Strigger functions s
solved,

Second, the system must Inejudetheprinciple of separating
strictly computationalprocesses(executiono f program statements)
from cOntfol processes (Scanning trigger functlonSo r external
Interruptsignals and asslgnindprocessors toanoperation),

It is Very temptingto concentrate the controlproces s In a
spaclal proecessor, called here the monitor, Processor general
registersmust be accessible, on the one hand, tot he monitor, Whille

on the other hand the monltor must haveln itsown memory the
completemloglcal scheme" of any ©Program presented to |t In Its
capa¢itya s a generator ofa flow of requests for a Job to be
executed, Processingthese requests by the method ofassigning
processorst o varjous Jjobs gonstitutes t h ¢ essentialasnecto f
control,

Suchanapproach Is of interest also because, itseems to the
author, itpermitstheunionwithin the framework ofasingiesystem
architecture of what would aopeaf t o b econtrasting types of
operations, such as t h eorganizationo f multiaccess usef(l,e,.,
allocatlon of the computational Fesources among a flow of Wweakly
connected Service requests), a n dparallel,multiprocessoropseration
(1.6, concentration of the gomputationmal resources for the solution
of one largeproblem), Thisunltylsachieved by the factthat if we
examine the "anmnatomical structure” of the process of control|ing the
solution of a large problem written!{n the form of an asynchronous
program,thenthlis structure-would arpearas alimit case of the fjow
of requests for operattonsina time=sharingsystem,

Separating control outas anlndlvidualprocess,serviced by
the monltor, hasitsown weaknesses, One of these is that critical
requirerents are Imposed on the speed of Scanningtrigger functions,
asslaoning processors to anoperation,andloeding processor register
stores, Another factor is thatcentrali{zationof controlreduces
systemrejlabillty, A different scenario s one In whleh each
nrocessor ItselfsgarchesoutltSownnewjobassoonasltfinishes
ttsexistingoperations, Thlsrequires the creation i n the common
memory of a Specia "laber exchange",access towhlechisopen to
every processor, Th{g exchange can be duplicated @r can have
"pranches" In segments of the store, preferably those associatedwlith
glven processors,
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Acknowlegdging that itls premature to make finalJudgments on
the USS Of centrallZzedor dlstributed control, the author
nevertheless considersthat!tisnecessarytofully carry out the
devel|opment o f methods foroeentrallZedcontrol, A considerationoO f
control as a Sself-contalned functlion, sujtable alsoe for specilal
haraware Implementation, hasparticularsigniflcance in anyobJsctlve
sojutionof theproplemof therelatlionshipbetween programming and
hardware facilltias forexerc|/singcontrolover acomputingsystem,
Operational experience withwel|=deve|opedoperating systems forbat h
batchoprocessing andmultiaccessusehaslindicatedthat thecontrol
processes have vhelrownalgorithmicbase, the structure ofwhlchean
and must be embedded Inspeclalhardware, Thisdoes notexclude,
however, the fact thatthisaourrentiyspec!ficbase wl][| eventually
merge WIththe "generalalgor!thmic" base, However,thlsshould not
be taken for granted; It would ha¥eto come about as t h eresulto f
solving aclearly Stated problem,

Concluslan

What, from the Viawpolnto f the author, must be the
fundamental d!rections for work In the area o fprogrammlingfor
parallel computing systems?

Flrst, It Is necessary to implement In contemporary
algorithmie languages such paralle| programming facliitlesa s
paralle@lbranchesofconcurrent computations,

On the basls of the methodology of asynchronous programming,
It seems thatone could supplement™"manual" methods by facliltles for
automaticdeterminationofparallel branches for reductiono f the
numberof paralla] branches, makingremaining ones longer, and the
checking of a Parallel program’s asynchronousness, These techniques,
by the mld=seventies, couidbe fully Implemented on even operating
systems for thirdegenerationmuitiprocessor computer conflgurations,
Some fundamentals for such technlguescanbefoundalready In our
existingoperatingsystems (121,

The second directlon, whlcht h e authorbelieves can ©provide
the rlchest resultsbyY the end of theseventies:must be fora
comprehenslve designo f asynchronous programmlingas a completed
theory, linked with the formal theory of sequentialprogramsinthat
itwouldbecome a working !nstrument of Parallel programming,

Efforts must be concentrated on solution of the
following Problems:

~=the mechanismf o rcomputing trigger functions;

~~dgrivation oft h e "|oglicalsecheme™ o fa parallel program
durirg the transiatlon process and | t sdynamic augmentation or
alteration during program running;

~=a|gorithms fordynamicandstatic assignment of processors
to a noperation;

--methodologies forfastcommutationofprocessorsdurlngthe
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expanslono fsequential cyellc computations’
~=organizationo f bufferinganddynamicloading of a faster

store froma slower one; -
-study Of the capabliliitieso fdistrlbuteda n dcentrallzed

controls?
~«finding a speclalajgorithmicbase for control processors
In computing systenms,

Successfu| progress| n these directions, In the author’s
opinton, Wil belp US by the end of t h eseventles obtain
fourth=generat!on computing systems wlith productivityratings greater
than 1@@-ml|jionoperationsper second,

As the third direction,l!tlSnecessary to supportresearch
on a broad frontinto computationa|l environments with feundamental

study .oft h e following questions:

--the searchfor the mostappropriateuniversalcomputational
cellanddeterminationof the degree o f lts comnectivity with t h e
environment:

--study of boundary effects In bounded environments and t he
Problem of dynamligrestructuring of the environment;

--research fntothe capabl|itiesandfeasibliityof buildling
"multipie", mutuallypenetratingenvironments withvarlous funetional
purposes (for example, control and operating, computing and
transporting envipronments;

~=dave|opment o f concrete special-appllcation devices for
problems w h o s e stpugturelsinlitse|f suffliclent for the selected
environment structure;

--development of theoperlineiples of natural parallellsmand
then onthatbasis areconsliderationof ourajgorithmicbase,

Intheopinjonof theauthorsint h e eighties computational
environrents wl|| become a competitorfor conqueringt h e problem o f
increasingthecel{lingonthe Power Of computational faciiities and
the creation of anartiticlialintel|lgence,
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