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Abstract minimal annotation effort. To the best of the au-

Compuiationsl approaches 1 inference thors’ knowledge, this is the largest synthesis of
and information extraction often assume nonsubsective adjectives in the literature. Finally,

CL CL we present an analysis of the adjectives collected,
that adjective-noun compounds maintain Co

all the relevant properties of the unmodi- including practical considerations for applications
LC to inference and information extraction.

fied noun. A significant portion of nonsub-

sective adjectives violate this assumption. 2 Related Work
We present preliminary work towards a

classifier for these adjectives. We also We base our taxonomy on existing work in the

compile a comprehensive list of 60 non- literature (Chierchia and McConnell-Ginet, 2000;

subsective adjectives including those used Kamp, 1975; Kamp and Partee, 1995), but extend

for training and those found by the classi- it to include a more fine-grained division of the
fiers. subclasses of adjectives which are problematic for

. NLP tasks.

1 Introduction (Amoia and Gardent, 2006) proposes a classi-
Many NLP tasks must reason about adjective- fication of English adjectives geared towards the

noun compounds. For instance, in inference task of RTE (Dagan et al., 2006). In addition

tasks, many systems assume that a property of to the denotation-based subclasses of (Kamp and

a noun holds for every associated adjective-noun  Partee, 1995), they classify 300 English adjectives

compound; similarly, in information extraction, based on syntactic features and the kind of seman-

adjective-noun compounds are often taken as justi- tic opposition they participate in, as well as mak-

fication for the extraction of the noun. In such ap- ing note of entailments prompted by the morphol-

plications, it is convenient to assume that all such ~~ ogy of the adjectives. Inference patterns were de-

adjectives are subsective — that is, any instance de- fined for each of the fine-grained adjective classes.

noted by the adjective-noun compound is an in- (Amoia and Gardent, 2007) tested the inference

stance of the noun. However nonsubsective adjec- rules developed in (Amoia and Gardent, 2006) on

tives, such as former, alleged, or counterfeit, vio- a test suite labeled for entailment. Our taxonomy

late this assumption. focuses on denotation-based classification.

We present an expanded classification scheme (Pustejovsky, 2013) examined the inference pat-

for such nonsubsective adjectives aimed towards terns licensed by plain non-subsective adjectives

NLP applications. This includes both the tradi- as defined by the four-class distinction of (Kamp

tional taxonomic classification, which is relevant and Partee, 1995), based on the lexical context

for tasks like information extraction, as well as a in which the modification occurs. Structure-to-

classification based directly on maintaining valid- inference mappings were identified for four types

ity for natural language inference tasks. of contexts of a nonsubsective adjective. In con-

We then present 60 instances of nonsubsective trast, we focus on a larger set of adjectives inde-

adjectives. Some of these adjectives are collected pendent of their context, and consider more gen-

from the literature, and others are the output of a eral inference patterns.

high-recall classifier trained from statistics over a (Boleda et al., 2012) explored the possibility

large corpus of text. A total of 15 of our adjec- of modeling modification by nonsubsective adjec-

tives are recovered from the classifier, with only tives as a first-order phenomenon in vector space.



1 NN 1 NN vative adjectives in (¢) and (d), respectively. Each

(§) ((® of the classes 1s further described below.(a) (b) Intersective The most common class of adjec-

tives fall into the intersective category: Figure 1

W.o-- NN W.-- NN (a). The denotation of the adjective-noun com-

eo) pound is the intersection of the denotations of its© NON @ oN constituents. For example, a blue box, or raggedy
man. Formally: [JJ NN] = [JJ] N [NN].

Figure 1: A visual representation of the classes of Subsective The second class of adjectives — Fig-
adjectives. The denotations of the noun NN and ure 1(b) — are subsective adjectives. The deno-
adjective JJ are given by hollow circles; strictly, tation of the adjective-noun compound is a sub-
non-subsective adjectives do not have denotations, set of the denotation of the noun, but 1s not hee
their denotations here are given by broken cir- essarily a subset of the denotation of the adjec-
cles; the denotation of the compound JJ NN is tive. For example, a large thimble (not necessar-
visually portrayed by the shaded circle. Figure ily large), or cold star (not necessarily cold). For-
(a) describes intersective adjectives; (b) describes mally: [1] NN] S [NN]. Note that the intersec-
strictly subsective adjectives, (c) describes plain tive classification 1s a special case of subsective.
nonsubsective adjectives, and (d) describes priva- ~~ Non-subsective The third class of adjectives —
tive adjectives. Figure 1 (c) and (d) — are the nonsubsective adjec-

tives.” This class is the primary focus of this paper.

They showed that existing distributional models The class 15 often subdivided into plain nonsub-
found it significantly more difficult to automati- sective and privative.
cally model modification by a fixed set of nonsub- The denotation of a noun modified by a nonsub-
sective adjectives. (Boleda et al., 2013) amended sective adjective may still intersect with the deno-
this setup to encompass a less restricted set of sub- tation of the noun. For example, a feormer governor
sective adjectives, finding that subsective and non- cannot be a governor, but an alleged criminal may
subsective adjectives have similar distributional bea criminal.
behavior. This result suggests value in a detailed Adjectives for which the denotation of the
analysis of these adjectives not only for its intrin- adjective-noun compound is dis) ont from the de-
sic value, but also to help inform automatic meth- notation of the noun are classified as privative.
ods for modeling and identifying them. Formally: [JY NN] 1 [NN] = & For example,

former, virtual, andfake.

3 Theoretical Framework In contrast, the denotation of plain non-
subsective adjective compounds may intersect

We describe and motivate our categorization of ad- ~~ with the denotation of the noun: [JJ NN] N
jectives, and introduce notation and terminology [NN] # @. For example, alleged, possible, and
used throughout the paper. unlikely.

3.1 Taxonomy Additional Classes We introduce two sub-

We let JJ stand for an adjective, and NN stand for classes of privative adjectives; those which oe: counterfactual, and those which exhibit a tem-

taken, etc.) constitute the more conventional class

For example.a thepypo I", othe of privative adjectives; however, for many applica-
blue cats. The classical criterion for classifying 0pi:.use (0 cisinguhwhether an instance
adjectives characterizes the relationship between theor of the noun. For example, former,
the denotations of the JJ NN phrase and the deno-

tations of its constituents. \Extensional is often used to describe subsective and in-
. . . . . tersective adjectives.

This 1s represented visually in Figure 1; this ?Intensional is often used in the literature to describe non-
work focuses on the plain nonsubsective and pri-  subsective adjectives.



andfuture appear in compounds describing objects ~~ This list 1s presented in Table 1, along with rel-

that are not currently in the denotation of the noun. evant features of these adjectives for NLP tasks.

However, this does not hold for these objects atall ~~ We describe the sources for these adjectives, and

points in time. expand on both the features in the table and the

We note that the definitions above are a classi- practical impact of these features on NLP applica-

fication over senses of adjectives, rather than over tions in the later sections.

types. For example, the sense of apparent which 1s

synonymous with visible 1s intersective, while the 41 Data Sources
sense synonymous with ostensible 1s plain non-

subsective . The list of adjectives proposed as nonsubsective

32 Categorization by Necessary Properties was collected from three broad data sources: prior
work, a high-recall classifier, and synonyms of

We consider the set of properties that an object known adjectives.

must have to belong to the denotation of Some The adjectives from the literature were collected
noun with certainty. We define these Intrinsic from (Partee, 2009), (Partee, 2010), (Boleda et
properties of a noun NN in modal logic as the set al., 2012), (Boleda et al., 2013), and (Pustejovsky,
of predicates P which necessarily hold over the 2013); in Table 1, these are denoted as P09, P10,
noun. B12, B13, and P13 respectively. Finally, we added

Vi.z € [NN] — OP(z), abbreviated asc] P(NN) synonyms of the known non-subsective adjectives
to the list. In addition, we expanded the list

For example, a gun has a necessary property of by adding morphological variants of the known
shoots bullets, and a refrigerator has a necessary ~~ non-subsective adjectives; for example, improba-
property of keeps things cold. ble from probable.
We categorize adjectives based on the propor-

tion of necessary properties that they preserve. 49 List of Adjectives
Most subsective adjectives, including intersective

adjectives, preserve all intrinsic properties of a ~~ We present our list of adjectives in Table 1. In

noun : addition to the adjective gloss, when available we

include the WordNet (Miller, 1995) synsets of the

VP op (NN) — OP(JJ NN) senses which behave in a non-subsective way. The
CL definition and source of the adjective are also pro-

Certain nonsubsective adjectives, like former, vided.
preserve most intrinsic properties of a noun (Most So

in the table). For example, except for the prop- The subclass of the adjective is then specified,
erty of being in office, a former president proba- according to the extended taxonomy in Section 3.
bly has many other properties in common with a Modal corresponds to adjectives that indicate un-
president. certainty. Temporal indicates that [JJ NN] is not

In contrast, a fictional cat 1s exempt from al- currently a subset of members of [NN], but is at
most any particular attribute of a car. (None in the ~~ °° other ime. The third class — counter}actual
table): — affirms that an adjective-noun compound is in

contradiction with being an instance of the noun.

—3JpP [m P(NN) — OPI] NN) Finally, the Taxonomy column denotes whether
an adjective should be considered non-subsective

Furthermore, identifying subsective adjectives using the taxonomic definition of the category.
which do not preserve intrinsic properties is of in- pe Properties column, in turn, characterizes
terest. For instance, although an erroneous attri-  hether most or some of the fundamental proper-
bution 1s an attribution, it lacks the Intrinsic prop- ies of the noun necessarily hold for the adjective-
erty of attributing a work to its creator. noun compound. It’s worth noting, as mentioned

4 Data and Analysis in Section 3, that some adjectives (e.g., Spurious)
appear subsective taxonomically but relax require-

We compiled a list of 60 non-subsective adjectives ~~ ments for some or most fundamental properties of

from both prior work and a high-recall classifier. their associated noun.



8 O

oe

i) a)+ [+2 177)

© | + wn A O|0|O = nHnN QO Se) ©) = —o HEIEIER ENE: = == :3g © = 1B I= I= mn+ ob Qo SIRs le) Q Nn NIM 5 I2a lle |2lz|e |e S12 15 151512 15 15 |S la lal TE12 EE CEE EEE ES BERNE EER EE EEEo Z. ya |a ge9 ZZ 4 Q. SEE 0 T un JA |Z = |g |g TEE IEE IE = og: LH | © =H 0n . : npn @®) Q > TOOo . SLA PY OO 0 oo QOLl le le Sloe) oo 0 i” xn So [nen |Z = [SD zoe= 153 OO 0 2 |@ CR SE 1S Cg Ep Re pl |aaly a¥ Eli CL LEEE EEE EE BRE C5 9nw — — = >BBln |= | 8 — [= QO 0 |n QO 2© on SQ QQ ss IS NS } . E ES 3Om Lolo |o = Oom,m |n oh 5 S = ~ DO=| x oS S|== a > Mm an c © 2 a e & = Ns218 == |= Ay | |on = d 5 = 2 a g S > © 8Q [== AOA o g © x > g TOE 2328nO | ¢ s 9 a0 > 9 5 2 <= 2 5 $ 0 3° woop 2 g E = = c = N= 0 = o EN\ gl & ox 3 — ®) a © > 80 0 O Is + a 0 | bf To == B= 5 8] = SEE |S 0 ol. Z g g = = © ° 2 |e : EEE S d=79) = pred des Sal a = =) “El gl o = lo) < Ra w | E |< + ©Q 2 & S| 8 FE S| 5 o = g| © 5 3 © y g «@ ® = wg Eo <i or3 Z| S| = o bs gl 8 Sui | 8 g 0 8 8 a re! cals «BY <S ogO S| = ES I I <=] w > or < T — p= + Q = oe =| & = +=& a | | 2 =| + a af of = —~ © D ®) oO © = Re 2 Sl 5255 * QoALR HEHE HEE Z|. |B SEERA EEE BD pgie R= I= = 0 Of == - = 5 : & 5 a)o | 60 =o 8 0 < N & wal @ i= S = A > © A = Sle|l<2|g 7) >AHERHHER EE RENEE NE £5] HERE BL EERFRHHEAHEHE $3 3ke |= TT = = g < +1 gal 3 selET EEE 0 ® ¢ is) wl 3+ = a Of =S| LE EEE EE EE] SEE |. SIE [Eels]? |B Eo] 2 MEM ITHERE 359wn - Jao] x = ol 0] —
| Fw SEAR: 82 | EI Bl Cl I I JE | f FEENEEELE: 00 EERIE EEE “ol x 52-_ >| 2 lH ® o . Te 0 = > i =! O = gael, a = o =QS Ol © S«| & ge > © N= SRE 0 Ys g 0 oo “oT Tlox|o a JE =HERE EEE El EERE EE z 3 EEE AEE LE HEE ° 5Q Ol © OQ] © Of + =a io = 3 S| © [0] cle 82 0.3 L101 >SE S| E SEEEIR ER EEE AE EEE -R 22] gs E|E|E5|2 |B28 Zza/R ol 3 wn a0 = xl Be | 8 vw = 2 | = lo) S| aol & 0 ==| = ER RR IAI= -N J BF A AIEEE RE 2 : ZYll AEE % 3 © cl culo oO B| 0% = QOEls EEE EE] LS = ~F N= 2.23Ales|&|&s ~ == 0 hl So— ~2 = & |= 0 5 o |& 7 Tao w | | —~ |g 9 1958 5 |e BR3 | g 2 |o [3d |» >| © 2 e 18(=8 Qlw [0 2B> — : = ~~ = = Q, ~ | n al ® = © Qks 33 |= 5 | 8|% 3 12 | = |B a 25 wl |8 JEIEREHERE 25gQO — fas] = =~ wn = = |= Sy LS TTA EYEE ER HE HHA 1 ] °5¢la Ble [BE] 2 |S |= 3 |S|E|E |a |@ 1 =i———— 2 0 xR Oo = o= |g |g |g |g |8l% |B = |= 222 2S Cgwn <b) > QO wmQ © olo|o = = 8 5 le) = = BH oe 35 HEIEREN ER ERE SEERERE © | |A D5 EBLo AR) a - ®) Q wn nN op; —_— | — — an CORSle S| 8 SEE lo) 2 A wn || = === =| = 3 2 =oO Q op; — = av} a,=| Oo @) nn — |— < av] TTT le) oO + go =SE BE |B PEE EEE EEE EEE Ep zi== 12 |= = | colo |O = Y © 9= 3 EEE BE IE |Z 3 3 |3 =R = b= ‘op E9) —_ = |= «© < TTT o o = = = 8 ow7 = 1BI2IE |= < |[T olo |© => |= Qo ODC= == |= EEE EEE = 0 o & 3— | solilso S | === 0 = 50 TT O CT IS =218 19 = |= |S = = I= |= 0 n |e [mine = |Z ®) PEdellss 7 Ze 12 2 2c SE RE REE |B = 2 =g |= (one 212 SH i lo . cs |g] SEZyr]; ol IS FE FE = Fy SIN SR ce 3 |g 2 I Cp= =Slo |: NEA Eo SI A a8 | 2 |% >, = g |= =op) | ~ cS o0 ol I= > 2 2 2, 3 8 =< 5HE 8 By, |E |Z E ARE: : Bo 0 | & gis|& + + ~ .= Cole |B Ee |% ; 512 |2El 2 | 3 c |] ©£=73he o jm — = 5 0 ¢ = z T LR 0 = 2 2 5SEE | a S [3 |; SI OI I Sle |sZ]E |B 7 i |Z] © ®28= SME 5 | 2 T | z2E >» TOL | % 7 2 & 2-0 ~ 21218 |E|¢ = SSAz gl of .@ Oo ig = a, = 7 + = O Bl 3] a © ® Y== 3 g 3 @ = O ho a | 2 = 5 @ 3 =JERE ER AE 5] 2s HEREREREF SAE EE ER HETS % els @ EEE 2 S18] %l¢ 5B ~ 2s |& - Es c5|3 Ll “15 & sg w 32> c| 2 EE] 4 S| B a Eel 2] gz go! = Tele Q “21 2 + 2m —- | = a + = 1.5 1)Oo <2 0 | = ol ESE 0 °l 7] af = o Q 0 o s) = go | oo ESI Its 0 +=SIE HEE ERE HEEL EEE EER I EE IM ES ERE EERE5 | Bs fx|s3|.3|: [fg 2 SE 28 [3 ile 5s HEIEEIEE 2 0TSHH EE HEE EHH T 5 EIEN AEE HEHE LZ 80 < >| o Hl o> Tall 22 4h) e*~ | 8 Ze | EE] 2 I oe 22 a “| 851 EE + SoEE ER HEHEHE SHE ERE FREER aE 28Bolg Qo 59 §| BH i Sav 22g fo =| 8 * nS22 [3° cls] As HERE HELIER FHIREIEFIEEIE: wo BZ=A al E lm zal 82 ol a SAR IIR- S ¥ = Of & © =o 5: < S ze 2 T ROSEH EH HE EEE 2 LSAlo [+ ~ on — |e [= ! C= 0on on ~~A | oN ®~ SEI] aI [a = gE- ™. ~ — — Q

wn © - S |= Q LQ = LO =© 9 3 = |3 |O wm» [2 oo 01 gS |, a AE: @ 2 ol BEToi — ie Q Q S Q . + ~~ Q go! « = — Q n+ ao |S Q <© DE (8 [2 |¢ 2=18 [8 [8 |¢ = 2 [2 |&|5 |Z gS |g 2188 [AB |S = 7HERE RR ERE SE EE 52 0E EE |4zl= 2 10 I'm |= «|=« |@|y wn |Q S |S oT |®|&Tos S128 2 |g |Z 2 | 7 | 5 |= 5 |= |B
opi

o 2 |B|2|8 [2 |& 2 |B |ElelE |B |5o = |@ g |g QA |T|@39 | =e 2 ori orl a=5 [8° [B®



4.3 Caveats 5.2 Application for Inference

Although the set of adjectives indicated broadly For inference tasks, the relevant feature of an

describe a problematic subclass of adjectives, the  adjective-noun compound is less its taxonomic

presence of these adjectives alone is not sufficient classification directly so much as whether the truth
to indicate non-subsective modification. Some ad- of a predicate is maintained when a noun 1s mod-

jectives are polysemous; for example theoretical ified by the adjective. For instance, the knowl-
(theoretical physics is physics) or assumed (an as- ~~ edge that presidents sign bills — corresponding to
sumed name is a name), or occur in idiomatic col- a predicate signs _bills(x) — should apply to

locations such a false alarm and potential differ- honorable presidents but not to former presidents.
ence. Current systems for inference in natural language

The adjectives presented here are general in that ~~ (MacCartney and Manning, 2009; Icard III, 2012)
they tend to be non-subsective regardless of the often consider all adjectives to be intersective.
noun they modify. However, it is important to For this application, the most relevant column
note that many intersective adjectives may have of the table is the properties column. Entries de-
privative effects when co-occurring with certain ~~ noted by None or Some are likely to lead to incor-
nouns, as observed in (Partee, 2010). For exam- rect inferences. For example, a predicate applied

ple, wooden is usually intersective, but a wooden toa gun would have a high probability of no longer
lion, while indeed being wooden, is not a lion. holding for a fake gun. Likewise, a predicate ap-

plied to intelligence 1s much less likely to hold for

5S Applications artificial intelligence. The proportion of proper-
o ] ] ties which must hold for the adjective-noun com-

5.1 Application for Information Extraction pound serves as a proxy for the degree to which it
An important challenge in information extraction is risky to introduce the adjective during inference.

1s determining whether a sentence which appears In contrast, many adjectives in the list are tech-

to describe an extraction is reliable (Wiebe, 2000;  nically non-subsective, but could often safely be

Hatzivassiloglou and Wiebe, 2000). Modification used in inference, because only a single or a few

by non-subsective adjectives, in turn, 1s often suf- fundamental properties are not satisfied. These are

ficient justification for questioning the reliability ~~ denoted by Most. For instance, a deputy depart-

of the sentence. ment head, likely candidate, orformer president.

For example, if we are given the sentence:
6 Experiments

George Bush is the former president of 6.1 Classification of adjectives
the United States,

We defined a binary classification task, in which

the extraction claiming that George Bush is pres- adjectives are classified as either Subsective (Cor-
ident may not be intended. Perhaps an even  Tesponding to the classes Intersective and Strictly
more dangerous example would be the case be-  Subsective defined in Section 3) or Nonsubsec-
low, where a fictional entity should certainly not five (Corresponding to the classes Privative and
be extracted: Plain non-subsective). This classifier was moti-

vated by a simple hypothesis - that subsective and

Fictional president Merkin Muffley, nonsubsective adjectives differ in the nouns that
played by Peter Sellers, . . . they can modify. For example, nouns like perpe-

trator, which co-occur with intensional adjectives

In these cases, the taxonomic classification 1s like alleged and likely, are likely to co-occur with

the most relevant feature from Table 1. To i1l- other intensional adjectives.

lustrate, despite a former president sharing many We used three sets of examples, containing sub-

properties with a president, it is, for certain task ~~ sective and nonsubsective adjectives in the ratios

descriptions, never a valid extraction. Conversely, 1:1, 1:10, 1:100. 30 of the known nonsubsective

despite a potential investor missing fundamen- adjectives (Occurring in the table with any Source

tal properties of an investor, we can nonetheless label besides Class) comprised the nonsubsective

safely extract that Warren Buffet 1s an investor class. The subsective class was populated with

from him being a potential investor in a company. subsective adjectives of comparable frequencies,



using the (faulty) assumption that all adjectives not KL(Pax|[Px) = 3° Pay (2)log (To (x) )known to be nonsubsective were subsective. T Pn(x)

Using adjective-noun bigrams from Wikipedia, Pn (x)

we constructed a vector space model with adjec- KL(Pn|[Pan) = 2 Py (z)log Pan(x)
tives as its elements, using their co-occurrence fre-

quencies with nouns as features. A linear support I5(P, Pan) =
vector machine (SVM) was used (Pedregosa and 3 (KL(Pan||Pn) + KL(PN||Pan))
others, 2011; Fan et al., 2008), with the penalty WN - WAN

for errors for each class set to be inversely propor- Cosine(N, AN) = wn || [wan]
tional to their frequency in the training data. The min(wy, wan)
co-occurrence matrix was weighted using PMI? Jaccard(N, AN) = maz on wan)(Bouma, 2009), and feature selection was per- NANI
formed using a model for Differential Expression xr denotes a unique context. The features
(Robinson and others, 2010). used were sentence-level bag-of-words contexts,

Pr(A NN)? n-gram contexts, and dependency paths. The ex-PMIZ(A. N) = log | —2 120) eriments with bag-of-words contexts and n-gram
r(4) - Pr contexts were repeated using vectors generated by

This classifier performed poorly in all three cases. = word2vec (Mikolov et al., 2013a; Mikolov et al.,

The accuracy did not exceed the majority baseline. ~~ 2013b). Decision tree classifiers (Pedregosa and

Although this classifier did not perform well, ob- others, 2011) were used. The highest [ score at-

serving the false positives in its results revealed tained was 29%.

many nonsubsective adjectives that were not used
previously in the literature. In fact, one quarter 7 Conclusion

of the set of adjectives we present originate rom We have presented a synthesis of nonsubsective
the classifier. These are denoted by Class in the adjectives, and explored some relevant proper-
Source column of Table 1. ties of these adjectives for NLP applications. We

6.2 Classification of adjective-noun pairs outlined some attempts at automatically detecting
The simplistic hypothesis described above does these adjectives and their properties using compu-y tational approaches, as well as identifying situa-
not adequately encapsulate the idea of nonsubsec- : Ce. :
ive modification. We implemented a more refined tions where a subsective adjective 1s nonsubsective

pe in the context of a particular noun.
hypothesis - that subsectively modified nouns The task of identifying and characterising non
would be distributionally more similar to their un- : yng ¢ Sng
modified counterparts than nonsubsectivelv modi- subsective modification 1s important for inference
fod nouns b y and information extraction. Although the classi-

For exam le. we expect the difference between fiers were unsuccessful, it 1s hoped that the list of
theJ,of ooexts of fake handbag, and adjectives accumulated in the course of this work
those of handbag to be greater than the dif will be useful for future work on this task.
ference between the corresponding distributions
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